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Does AI need sensory grounding for meaning
and understanding?

• Stevan Harnad (1990): the symbol grounding problem
• “Symbols in AI systems must have sensory grounding (or: bodily

grounding, or external grounding) to have meaning.”



Do humans require sensory grounding for
meaning and understanding?

• Thomas Aquinas(1200s)
• “There’s nothing in mind that wasn’t first in the senses”



Do humans require sensory grounding for
meaning and understanding?

• Diderot, Condilac (1700s): sensim
• “no cognition without sensasion”



Do humans require sensory grounding for
meaning and understanding?

• Avicenna (Ibn Sina) (1000s): Avicenna’s Floating Man
• Avicenna: “floating man can think about himself without ever sensing (and

without sensory capabilities?)”
• others: “he could also think about mathematics, logic, philosophy, and

could form hypotheses about external reality.”



A less philosophical question

Is sensing useful?
- Does sensing boost thinking (to a new level) in language models?
(and in intelligent creatures generally?)

Credit: David Chalmers



538.8 million years ago
Cambrian era
“biological explosion”

“The evolution of the eye is likely to have 
been a catalyst for the explosion, initiating an 
arms race between organisms that were 
increasingly aware of their surroundings.”

https://www.nhm.ac.uk/discover/eyes-on-the-prize-evolution-of-vision.html

phylogeny of intelligence

https://geoltime.github.io/?Ma=538.8


LLMs: knowledgeable but blindfolded



[Yang et al., 2023]



Why do we need better visual representations?

“Most of human knowledge (and almost all of animal knowledge) 
comes from our sensory experience of the physical world.”
• “Language is the icing on the cake. We need the cake to support 

the icing.”
Language modeling

Sensory experience modeling

LeCun’s cake 2.0 ?

https://lexfridman.com/yann-lecun-3-transcript/



Relying too heavily too early on language can act as a shortcut, 
compensating for the deficiencies in learning effective visual 
representations.

Your favorite
LLMs

Our visual representations



Tasks Requiring more
Strong Language Capability

“Who won the game?”

“Which direction leads home?”

“what does this remind you of?”

Tasks Requiring more
Robust Visual-Spatial Intelligence

“Where can I buy this mug?”

Language vs Visual Intelligence

[V-IRL - ECCV 2024]

[V* - CVPR 2024]

[GPT-4O, OpenAI]

[Project Astra, Google]

“Thinking in Space”



A typical MLLM pipeline (LLaVA)

Visual Instruction Tuning, Liu et al., 
2023



A typical MLLM pipeline (LLaVA)



CLIP vison encoder

Learning transferable visual models from natural language supervision, Radford et al. 2021



Key question #1:
Does language model need better visual
grounding/representations for meaning and 
understanding?



Eyes Wide Shut? Exploring the Visual 
Shortcomings of Multimodal LLMs

Peter Tong, Zhuang Liu, Yuexiang Zhai, Yi Ma, Yann LeCun, Saining Xie
CVPR 2024 (Oral)



The butterfly's feet are not visible in this 
image. The wings and part of the body of the 
butterfly are in view, but the feet are either 
hidden beneath the body or out of the frame 
of the picture. Butterflies have delicate, 
slender feet which are often not the most 
noticeable feature when they are perched, 
especially from the angle shown in this image.

The school bus is parked facing away 
from the camera. You can tell because 
the rear lights and the back of the exterior 
rearview mirror are visible. The text "SCHOOL 
BUS" is also reversed, which is typically seen 
on the front of a bus, designed so that it reads 
correctly in a rearview mirror.

The image you've provided is small and of 
low resolution, but it appears that the 
hearts have a dark-colored edge 
or outline. This outline varies in visibility, 
likely due to the quality of the image.

The person in the image appears to be 
running on a gravel path. You 
can discern this from the texture and 
color contrast between the light-colored 
path and the green grass surrounding it.

Based on the image, it appears that the 
keyboard does have a backlight. 
This is indicated by the illumination seen 
around the keys, which suggests that 
there is a light source beneath them to 
enhance visibility in low-light conditions.

The dog is facing to the right
from the camera's perspective. You can 
tell by the position of its tail and the 
orientation of its body.

No, there are no windows visible in 
this image. The image shows a traditional 
red pillar box, which is a type of mailbox 
found in the United Kingdom.

The image shows one eye of the animal. 
It's a close-up of a bald eagle facing slightly 
to its right, which presents only one side of 
its face to the viewer.

The individuals in the picture are 
facing away from the 
camera, so we see them from the back.

In the image provided, I can see two 
wheels on the visible side of the car.

Q: Are the butterfly’s feet visible?Q: Is the school bus parked facing the 
camera or away from the camera?

Q: Is the edge of the heart in the 
picture white or dark-colored? 

Q: Is the person in the picture on 
the grass or on the gravel path?

Q: Does the keyboard 
have a backlight?

Q: Is the dog facing left or right 
from the camera's perspective?

Q: Do you see any 
window in this image?

Q: In this image, how many eyes 
can you see on the animal?

Q: Do the individuals in the picture 
face the front or the back? 

Q: How many wheels can 
you see in the image? 



We can systematically identify instances 
where the visual question answering (VQA) 
capabilities of GPT-4V fall short.



Constructing MMVP Benchmark via CLIP-blind Pairs.



Constructing MMVP Benchmark via CLIP-blind Pairs



Constructing MMVP Benchmark via CLIP-blind Pairs



Results Of Current MLLM Models (And Humans) 





So, what is going on? 

Visual patterns in CLIP-blind pairs



Systematic Failures in CLIP



Systematic Failures in CLIP-like models



CLIP Failures and MLLM Failures are Correlated



Mixture-of-Features (MoF) for MLLM



Additive MoF



Interleaved MoF



Other SSL backbones can work too



Takeaways

- Visual grounding is important for language understanding and
meaning.

- CLIP’s been lounging around for too long! (opportunities!)

- Vision SSL FTW!
(but we need fundamentally different ways to pursue the problem.)



Key Question #2:
Better visual representations: beyond just
static, global image feature extractors?



𝑉∗: Guided Visual Search as a Core 
Mechanism in Multimodal LLMs

Penghao Wu, Saining Xie
CVPR 2024



“Deliberate” visual processing



A Concrete Example



plastic 
straw



plastic 
straw



plastic 
straw



plastic 
straw



plastic 
straw



plastic 
straw









Visual Search Model for MLLM

LoRA

MLLM

Vision Backbone
𝑀!"

𝑀#"

Search Cue Decoder

Target Localization Decoder

Is the orange luggage on the left side of the black luggage?



Visual Search Examples

Search for the guitar 



The guitar is most likely 
to appear on the stage.

Contextual cue

Visual Search Examples



Target-specific cue

Visual Search Examples



Target Spotted!

Visual Search Examples



SEAL is a *Meta* Architecture for Multimodal LLMs 
Show, sEArch, and TelL

VQA LLM

Visual Search Model

Visual Working Memory (VWM)

Initiate

Activate Fill in

Supply VWM:
<question>
<global image>
<searched targets>
<target locations>



Controller
MLLM Visual Search Model

Non-Parametric 
Working Memory

Activates

Writes

Memory Content:
<question>
<global information>
<searched targets>
<target locations>
…

Parametric Visual
Knowledge Encoder

LLM Instruction
tuning

Intuitive Visual Processing

Question

Hybrid Modeling

Deliberate Visual Processing

Shared

Answer
(answerable through

intuitive processing only)

Answer
(requires deliberate processing)

Reads

Visual Inputs
(Images, Videos, Envs)

An architecture for hybrid visual processing



𝑉∗Bench – a Vision-centric VQA Benchmark

• 191 high-resolution images from SA-1B 
dataset

• Attribute recognition task (115 samples) & 
spatial relationship reasoning task (76 samples)

• Average image resolution 2246×1582, 
average target resolution 57×62

• Multiple-choice questions 



𝑉∗Bench – Evaluation Results of Multimodal Systems

Random Guess Level



A good MLLM should be able to:

1. Acknowledge that initial visual information is NOT enough, and they cannot see.
2. Explicitly list additional visual information needed.
3. Understand and integrate the search results after the visual search process.
4. Allocate more FLOPS for more complex tasks during test time.

(*After ChatGPT-o1
🍓

, I think people will be more open to this.)

Takeaways: 

Note: these are not engineering hacks!



Key Question #3:
What are the necessary components towards
building better, vision-centric MLLMs?



Cambrian-1
A Fully Open, Vision-Centric 
Exploration of Multimodal LLMs

Shengbang Tong*, Ellis Brown*, Penghao Wu*,
Sanghyun Woo, Manoj Middepogu, Sai Charitha Akula, Jihan Yang,

Shusheng Yang, Adithya Iyer, Xichen Pan, Austin Wang,
Rob Fergus, Yann LeCun, Saining Xie

NeurIPS 2024 (Oral)





Overview: Core Components in MLLMs

- LLM
- Vision Backbone
- Vision-Language Connector
- Instruction Tuning Data
- Instruction Tuning Recipe
- Evaluation Protocol
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Overview: Core Components in MLLMs



Overview



Visual Representations for MLLMs

How to evaluate 
visual reprs.?

What visual 
reprs. to use?



Visual Representations for MLLMs

23 models!



Overview



Overview



Evaluation Protocol

MMMU [Yue, et al. 2024] MM-Bench [Liu, et al. 2024]

DocVQA [Mathew, et al. 2020] RealWorldQA [Grok, et al. 2024] MMVP [Tong, et al. 2024]

and a lot more…



How should we systematically evaluate an MLLM 
and interpret the evaluation results?



Who’s answering the question: the LLM or MLLM?



Group Benchmarks by Correlation

If two benchmarks evaluate on similar domains, they should have a strong 
correlation



Group Benchmarks by Correlation

Knowledge

OCR & Chart

General

Vision-Centric
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Group Benchmarks by Correlation

Knowledge

OCR & Chart

General

Vision-Centric

Tiny compared 
to others!



Q: How can we scalably generate vision-centric
MLLM evaluations?

💡 Repurpose existing vision benchmarks!



CV-Bench

ADE20K Omni3DMSCOCO



CV-Bench

2D 3D



CV-Bench 2,638 manually-
inspected examples



Group Benchmarks by Correlation

Knowledge

OCR & Chart

General

Vision-Centric

3.5x more 
vision-centric 

examples!



Overview



Instruction Tuning Recipe



Instruction Tuning Recipe

More 
Alignment 
Data helps!



Instruction Tuning Recipe

Unfreezing 
Vision 
Encoder 
Helps 🔥



Overview



Overview



Visual Representation



Visual Representation
#1 Language Supervised Models are better       



Visual Representation
#1 Language Supervised Models are better        #2 Gap is largest in OCR & Chart



Visual Representation
#1 Language Supervised Models are better        #2 Gap is largest in OCR & Chart
#3 ConvNets (ConvNeXt) are good at OCR                           



Visual Representation
#1 Language Supervised Models are better        #2 Gap is largest in OCR & Chart
#3 ConvNets are good at OCR                           



Visual Representation
#1 Language Supervised Models are better        #2 Gap is largest in OCR & Chart
#3 ConvNets are good at OCR                            #4 Best SSL model is good at Vision-Centric tasks



Visual Representation
Training with more data narrows the gap between Language-Supervised and Self-Supervised Models



Visual Representation

Combining different models improves performance



Visual Representation

Combining different models improves performance (using a simple linear connector)



Overview



Connector Design - SVA



Connector Design - SVA



Connector Design - SVA
Spatial Inductive Bias



Connector Design - SVA

Multiple Aggregation in LLM



Connector Design - SVA

Spatial Inductive Bias is important especially for OCR&Chart and Vision-Centric 
Domains



Connector Design - SVA

Spatial Inductive Bias is important especially for OCR&Chart and Vision-Centric 
Domains

Multiple Aggregation in LLM further improves performance



Overview



Overview



Instruction Tuning Data

- Collect all-potential Instruction Tuning Data



Data Balancing (Filtering)



Data Mixing Ratio



Effect of Data Curation

Data quality matters 



Cambrian-1 Models



“SOTA” Performance



“SOTA” Performance



Key Question #4:
Can multimodal LLMs think in space?



We study space, but not thinking… We study thinking, but not in space

In computer vision…



Thinking in Space: How Multimodal LLMs
See, Remember and Recall Spaces

With Jihan Yang, Shusheng Yang, Anjali Gupta, Rilyn Han, and Fei-Fei Li



LabApartment



Annotation facilitated by the 3D reconstruction datasets





Error Analysis through LLM self-explanation



Language Prompting Techniques

Note: works on general video understanding tasks



A Local “World Model”



Key Question #5:
How to ground multimodal agents in real life?





Thank You

Improved vision is not just about seeing farther, 
but about understanding more deeply.


