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Retrieval-augmented LMs (RALMS)
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Query—> | LUslis —— Top-k “documents”

e Datastore:
e \Vhat should be stored in the datastore”?

e How to index the datastore (e.g., granularity)?

e How to search top-k documents efficiently”?

e How to integrated the retrieved outputs with LMs"?

® You can also search the datastore in multiple rounds, and you can search the datastore using “output”!



Retrieval-augmented generation (RAG)

Retrieval-Augmented Generation for

Retrieval Au g mented Knowledge-Intensive NLP Tasks

Language Models

Patrick Lewis'?, Ethan Perez*,

Stanford, Dec 5
Transformers United

Aleksandra Piktus’, Fabio Petroni’, Vladimir Karpukhin’, Naman Goyal’, Heinrich Kiittler',

Mike Lewis’, Wen-tau Yih', Tim Rocktischel'*, Sebastian Riedel'*, Douwe Kiela'

4 P Pl ) 110/1:1926

(Lewis et al., NeurlPS’20)

Stanford CS25: V3 | Retrieval Augmented Language Models

Douwe Kiela (Stanford CS25; 2023/12)
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Default RAG
framework:

Retrieval-augmented generation (RAG)

‘Prompt) _ {Prompt + Context} i ( \

LLM

User

Search

Lookup the external source to
retrieve the relevant information

Add the retrieved information to

the user prompt

Use LLM to generate response to
user prompt with the context

Proprietary and Non-proprietary information

What is RAG?

https://www.datasciencecentral.com/rag-and-its-evolution/



Retrieval-augmented LMs: two diverging paths

Path #1: Build a language model that has a built-in retrieval component
e You need to consider how to build the datastore/index as part of the model
¢ [he optimal model architecture is still an ongoing exploration

e An alternative of scaling today’s parametric (Transformer-based) LMs

e | ots of interesting technical challenges, not as successful as we hoped for @

@ DeepMind

Improving language models by retrieving
from trillions of tokens

Sebastian Borgeaud', Arthur Mensch', Jordan Hoffmann', Trevor Cai, Eliza Rutherford, Katie Millican,
George van den Driessche, Jean-Baptiste Lespiau, Bogdan Damoc, Aidan Clark, Diego de Las Casas,
Aurelia Guy, Jacob Menick, Roman Ring, Tom Hennigan, Saffron Huang, Loren Maggiore, Chris Jones,
Albin Cassirer, Andy Brock, Michela Paganini, Geoffrey Irving, Oriol Vinyals, Simon Osindero,

Karen Simonyan, Jack W. Rae*, Erich Elsen* and Laurent Sifre '
All authors from DeepMind, TEqual contributions, *Equal senior authorship



Retrieval-augmented LMs: two diverging paths

Path #2: view retrieval as one of the “tools” that LMs learn how to use

e Assuming you already have a very powerful LM

e Retrieval can be viewed as an APl or “black box” e.qg., a search engine

e Research questions: when to call the retriever? how to take

retrieved results in context?

e \Very popular in developer community (“frozen RAG”)

caII embeddmg
® model
LangChalin
A

text-embedding-ada-002

@ vector
indexing

M| o
PD F data ingestion

construct vector index
and store on disk

LlamaIndex

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga”, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
Act”) — The Ralph M. Brown Act is an act of the
California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies.| that requires legislative bodies, like
city councils, to hold their meetings open to the public.

Toolformer (Schick et al., NeurlPS’23)



Long-context LMs and RALMs

e Today’s long-context LLMs support up to millions of tokens in their context window - Do we still need RAG”
e | ong-context LMs support better RAG (more documents, more tokens)
® [t puts less demand on retriever, but it can’t really replace RAG (since the datastore is still much larger)

® [hough there are still a lot of questions about whether long-context LMs can really support their contexts

20 Total Retrieved Documents (~4K tokens)
75

Accuracy
(o)} ~J
(§)) o

)]
o

(Liu et al., TACL 2023) “Lost in the Middle”

o
o

1st 5th 10th 15th 20th
Position of Document with the Answer

=&~ gpt-3.5-turbo-0613
- = gpt-3.5-turbo-0613 (closed-book)



Recommended materials

ACL 2023 Tutorial:
Retrieval-based Language Models and Applications

Akari Asai', Sewon Min!,  Zexuan Zhongz, Danqi Chen?

1University of Washington, 2Princeton University

(2023/7)
https://acl2023-retrieval-lm.github.io/

e Model architectures
e Training methods

e Applications and extensions (multi-lingual and multi-modal)



Why retrieval-augmented LMs?



Retrieval-augmented LMs

e |tisa Ianguage model P(Xn ‘xl, Xny tot, xn_l) Toronto ——— (.52

Ottawa messsssssssss (.31
Vancouver s 0.13
Montreal = 0.03
Calgary 1 0.01

The capital city of Ontariois ____

* |t retrieves from an external datastore (at least during inference time)

Input
Datastore $
A L AR TRARE NN
A Query LM
VNEDIRITRE R e e

\\,‘Q\\Q\“§ ‘;‘\‘\Q‘\k\s\_\'&\“\\\\\\&&@\@&‘% e ’*
—t- (Also referred to semiparametric
M”.“..\.‘_w '
—— and non-parametric models)
;\\\,\\\)\W\Y}@‘g
NN .

T N
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ChatGPT

Can you cram all knowledge into parameters?

List 5 important papers authored by Geoffrey Hinton

Geoffrey Hinton is a renowned computer scientist ...
Here are five important papers authored by him:

1. "Learning Internal Representations by Error
Propagation” (with D. E. Rumelhart and R. J.
Williams) - This paper, published in 1986, .. l

2. "Deep Boltzmann Machines"” (with R.
Salakhutdinov) - Published in 2009, . /

4. "Deep Learning" (with Y. Bengio and A. Courville) -

Published as a book in 2016, ... x

5. "Attention Is All You Need" (with V. Vaswani, N.
Shazeer, et al.) - Published in 2017, this paper
introduced the Transformer model,... x

(From 2023/7)

Accuracy

O
N

0.8 4 MM unassisted LM
retrieval-augmented

What is Kathy Saltzman’s occupation?
)
102

10° 10° 104 10°

Popularity

(Mallen et al., 2023)
GPT-3 davinci-003: 20%-30% accuracy
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Can you cram all knowledge into parameters?

‘ List 5 research papers authored by Dangi Chen

~nenrao . HeEre are five notable papers from her research:

1.

. “Reading Wikipedia to Answer Open-Domain Questions" (2017)
. "BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding” (2018)
. "Transformer-XL: Attentive Language Models Beyond a Fixed-Length Context" (2019)

OO B~ W N

”A Fast and Accurate Dependency Parser using Neural Networks" (2014)

. "Stanford’s Graph-based Neural Dependency Parser at the CoNLL 2017 Shared Task" (2017)

“Although primarily led by researchers at Google, Danqi contributed to
this landmark paper during her time as a visiting scientist at Google. "

(From 2024/9)
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Can you cram all knowledge into parameters?

ChatGPT 4o

®

X2, Share @

List 5 papers authored by Danqi Chen

Here are five notable papers authored by Dangi Chen:

1. RoBERTa: A Robustly Optimized BERT Pretraining Approach (2019)

This paper presents ROBERTa, an optimized method for pretraining BERT models, achieving

significant improvements in natural language understanding tasks. coocLe schoLar

2. Dense Passage Retrieval for Open-Domain Question Answering (2020)

In this work, Chen and colleagues introduce Dense Passage Retrieval (DPR), a technique that

enhances the retrieval component of open-domain question-answering systems by learning

dense representations for passages. coocte scHoLar

3. SImCSE: Simple Contrastive Learning of Sentence Embeddings (2021)

This paper proposes SImMCSE, a method for learning sentence embeddings using contrastive

learning, resulting in high-quality representations for various downstream tasks. coocie scHoLar

4. SpanBERT: Improving Pre-training by Representing and Predicting Spans (2020)

Chen and co-authors introduce SpanBERT, a pretraining approach that focuses on span-level

representations, leading to better performance in tasks like question answering and

coreference resolution.

GOOGLE SCHOLAR

5. Reading Wikipedia to Answer Open-Domain Questions (2017)

This work explores methods for leveraging Wikipedia as a knowledge source to develop

systems capable of answering open-domain questions effectively. coocie scroLar

These publications highlight Danqgi Chen's significant contributions to natural language processing

and machine learning.

(From 2024/11)

Citations

# Google Scholar

Danqi Chen - Google Scholar
Danqi Chen. Princeton University. Verified email at
cs.princeton.edu - Homepage. Natural Language...

Search Results

» arXiv
LESS: Selecting Influential Data for Targeted
Instruction Tuning

February 5, 2024 — LESS is an algorithm that
selects influential data from large datasets for...

% Princeton Computer Science

Dangi Chen's Homepage - Princeton University
Danqi Chen is a natural language processing and
machine learning researcher who co-leads the...

% Princeton Computer Science

Papers - Princeton University

Sewon Min, Jordan Boyd-Graber, Chris Alberti,
Danqi Chen, Eunsol Choi, Michael Collins, Kelvin...

P~

/® Princeton Collaboration

Dangi Chen - Princeton University

Calculated based on number of publications stored
in Pure and citations from Scopus. 2011 2023....

% Princeton Computer Science

Dangi Chen - Princeton University

Danqi Chen is a researcher and student at Stanford
University, working on deep learning, natural...
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LLMs knowledge is easily outdated

‘ Go gle Who is the CEO of Twitter? X & @ Q
o Who is the CEO of Twitter?
Q Al [ News [ Images  Shopping [»] Videos : More Tools
AS Of my knOWIedge cutoff in About 1,090,000,000 results (0.45 seconds)
@ September 2021, the CEO of Twkter / CEO
Twitter is Jack Dorsey.... Linda Yaccarino
Jun 5, 2023~

 Existing knowledge editing methods are still
NOT scalable ( ) ~ Datastore

ORI SR \m“‘

‘QQ‘QQ\A\““‘ s \\\‘-\\:\“\\\\\t\\\mm

-\\,&R\Y\\“S\;%&\ “\\Q_\%\“\\ \“‘*‘
’ %

* The datastore can be easily updated and RN S
expanded - even without retraining!




LLMs knowledge is easily outdated

@ Who is currently the prime minister of the UK?

Rishi Sunak is currently the Prime Minister of the United Kingdom, having taken office in
October 2022 after Liz Truss's brief tenure. He is a member of the Conservative Party and

is the UK's first British Asian Prime Minister.

[J] Copy O Retry d5 @@

* Claude can make mistakes. Please double-check responses.

Who is currently the prime minister of the UK?

As of November 13, 2024, the Prime Minister of the United Kingdom is Sir Keir Starmer. He
assumed office on July 5, 2024, following a significant victory by the Labour Party in the general
election. sssociareorress  Prior to his premiership, Starmer served as the Leader of the Labour Party
from 2020 and was the Member of Parliament for Holborn and St Pancras since 2015. wiieeoin  His
tenure has been marked by commitments to climate action, including a pledge to reduce UK

carbon emissions by 81% by 2035. e rives

Sources A_P'\X/D

} Greg Durrett &
0 @gregd nlp

*new british pm elected*

knowledge editing researchers:

Edltmg a Pre- Tramed Model with MEND Eric Mitchell
Mho is the prime *Boris Johnso t “Who : the et al- 2022

minister of the UK?* ‘ IK PA

‘ v, MEND Vo | :
: . ~ j— ~
rre-tramed model (,"1 pol+1%.) \ w.l - 8 B - |V W Edited model (p,_¢ )
M- O O M : = - £ A - - O O

®)
Yasumasa Onoe et al. 2023 O?;.;OO 8 Q
o §°

Zihao Wei et al 2024

. Born in

Update:
{L’ : Who is the Prime Minister of the UK? ; ye : Rishi Sunak

[thdate( 0. %, Ye ).
Liz Truss Liz Truss
Rishi SunakF f 0= Rishi Sunak
Evaluation (Updated fact):
T : Who is the UK’s PM? = f /== Rishi Sunak

-

Prime Minister

Yuxin Jiang et al. 2024 )
9 Zexuan Zhong et al. 2023 Model Model
Before Edit After Edit
The current British Prime Minister is
Rishi l. | % = Whois the current British Boris Johnson Rishi Sunak
© = Prime Minister? @ ®
ho is married to the PM of the UK? &
B - tvh() Is (UHP""}‘ 'h() heod BO”S ]Ohnson R‘Sh' SUﬂOk
——————————————————————— O S of the British pwmmn" @ @
Qur Proposed LTE Framewor}
é § Who is married to the Carrie Johnson Carrie Johnson
g e 3 . -
The current British Prime Minister is ?é : 3 British Prime Minister @ 0
New Fact: The current British Prime Minister is Rishi Sunak.
Who is married to the PM of the UK?
| —

Ah shit, here we go

15



Datastore

‘‘‘‘‘‘‘ i

= TN RQQQQ\&* ROLERRRY
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LLM outputs are hard to

Input
AR Qu e
S\ ry
RN S i g
T
- .
&‘«\““%‘g\%\&\\&"& [
LA et
N \'R*“{“@« \\‘Qé\?‘;‘%%’f%@
SathiOe R—
ORI e
A R AN N
® Q AR o
O Q‘i&\&\\‘w‘%@\\ D NN
N aRt§ N
%% \;\@i& %\\'{%\\Q\ $ EEINRE
PO
N

/

Can trace knowledge source
from retrieval results - better
interpretability & control

iInterpret and verity

Question
9 [When did the US break away from England?

b

L
Q
>
L
—
)

Q
oz

>

<

Generating text with citations

-Model output
The US took the first step towards gaining independence from

GB when it declared independence on July 2, 1776 (although the
event is now commemorated on July 4, 1776, the date when the

Declaration of Independence was officially adopted by Congress)
[1][2]. The Treaty of Paris was later sighed on September 3, 1783,

formally separating the United States from the British Empire [3].

[1] Decolonization of [2] Decolonization: ... | | [3] American Revolu-
the Americas: ...in- It was officially adop- | |tion:... The Treaty of
dependence from GB | | ted by Congress on Paris was signed
on July 2, 1776 ... kJuly 4,1776 ... J September 3, 1783 ... J

(Nakano et al. 2021; Menick et al.,
2022; Gao et al., 2023)
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LLM outputs are hard to interpret and verify

() Create an itinerary for exploring Toronto over a span of two days. 9 o

(L) b 9

Toronto is a vibrant and diverse city with many attractions
and activities to suit different tastes and preferences. Here
are some suggestions for creating an itinerary for exploring
Toronto over two days:

 Day 1: Start your day with a visit to the CN Tower, the
iconic landmark that offers panoramic views of the city
and beyond ' . You can also experience the thrill of
walking on the glass floor or the EdgeWalk, the world’s
highest hands-free walk g Next, head to the nearby St.
Lawrence Market, one of the worl
markets, where you can sample a variety of cuisines an
local specialties * . After lunch, take a stroll along Queen
West, a trendy neighborhood with eclectic shops,
galleries, cafes and street art ® . In the evening, enjoy a
show at one of the many theaters or comedy clubs in the
Entertainment District, or catch a game at the
Scotiabank Arena if you're a sports fan.

 Day 2: Explore the history and culture of Toronto at the

Royal Ontario Museum, one of the largest and most

comprehensive museums in North America, featuring

exhibits on art, natural history, world cultures and more

* . Then, hop on a ferry to the Toronto Islands, a group

islands that offer a relaxing escape from the city, with
beackes, parks, trails and amusement rides © ° . You
can alsy rent a bike or kayak to explore thg/islands at
your own Race. For dinner, head to Chirtatown, one of
the largest and most vibrant in Nortly America, where you
can find a vari

hope this helps you

Learn more:

1. cntower.ca 2. travel.usnews.com 3. bing.com

4. rom.on.ca 5. tripadvisor.com

17



Private and copyrighted data for training LMs

Training Test-time Datastore

(fixed once training is done) (can be updated/removed anytime)

[ The patient lives with his wife and two daughters. ]

years ago—never mind
how long..

\ S

Public Domain

© @

4 APACHE

l " Steve Jobs is an
[def tuning( J American [ # Copyright (c) Meta Platforms

{ Call me Ishmael Some )

4 OpenAl, maker of
ChatGPT, hit with
proposed class

. action lawsuit ..

(" MrandMrs. )

Dursley, of number
four, Privet Drive,

L were .. ¥

model, num_trials): business Inc. and affiliates. (..)
assert .. . magnate and .. from llama import LLaMA

.

Low-risk data High-risk data

(public domain, permissively-licensed) (copyrighted, private, attribution required)

SILO (Min et al., ICLR’24)

* Machine unlearning is a challenging problem too ( )
18



Can we scale LMs with (test-time) datastore?

VS.

Datastore

Long-term goal: can we possibly reduce the training and
iInference costs, and scale down the size of LLMs?

e.g., RETRO (Borgeaud et al., 2021): “obtains
comparable performance to GPT-3 on the Plile,
despite using 25x fewer parameters”

19



Can we scale LMs with (test-time) datastore?

Scaling Retrieval-Based Language Models
with a Trillion-Token Datastore

Rulin Shao! Jacqueline He! AKari Asai! Weijia Shi’
1 Sewon Min! Luke Zettlemoyer! Pang Wei Koh!*

'University of Washington 2Allen Institute for Al

{rulins, jyyh,akari,swj0419,dettmers,sewon,lsz,pangwei}
Q@cs.washington.edu

Tim Dettmers

Datastore Scaling Compute-Optimal Scaling
Language Modelingy  Downstream Task 4 (TriviaQA, 5-shot) 4
(RedPajama) (MMLU, 5-shot)
Y P I 70.0 128
@

4.4 A65 —————————— AGOO ‘\'._-;é!_‘l‘ =
4.2 X 2 | o® L, 50 8 o
_4? 2 60 3; 0.0 LM + Datastore ‘.”'“ g f ! &

X > & . |
2 40 % .____.."‘“. % 40 O \(‘., PRy e. x/& %)
O e | Na S N S A — w s é )
g8 Me T 2" 5 299 e Y13

(al N U . S V. .
3.6 \‘ <L):) 50 b 20.0 ‘..‘.o’ % % \ =
N 10.0 e xx )

' B ’ X % LM-OI‘Ily
34 ‘. ’-.1 * K= ) 4
45 0.0 12 T 16 1B
10t 102 103 10t 10?2 103 10 10 10
Datastore Size (B Tokens) Compute (Pretraining FLOPs + Datastore FLOPs)
Llama-2 7B === |lama-2 13B - Llama-3 8B =®= Pareto Optimal w/ Retrieval

® w/ Retrieval ¥ LM-Only =3¢= Pareto Optimal LM-Only



RALMs: model architectures and training methods
(path #1)

21



Roadmap

INput —>—> Qutput
. ...,

NS DATASTORE

ARCHITECTURE

e How is the retriever represented”? Granularity of datastore”
e How are retrieved contexts integrated with LMs?

e Sizes of LMs vs datastore?

— Top-k “documents”

LEARNING

e How are the LM and retriever trained together”
e [raining from scratch”? Fine-tuning”?

e Pre-training or instruction tuning”?

22



How Is retrieval implemented?

e Sim: a similarity score between two pieces of text

O N ) # of total docs
31m(z, 7) =@)x log | Sparse retrieval

F# of docs containing 1

# of occurrences of 1 inj

m sim(Z, j) = Encoder(i) - Encoder(}) Dense retrieval

Maps the text into an A-dimensional vector

e An entire field of study on how to define or learn these similarity functions better

e There are efficient data structures/infrastructure for supporting fast and accurate search from a large datastore

23



Method

Exact Search
for L2

Exact Search
for Inner
Product

Hierarchical
Navigable Small
World graph
exploration

Inverted file
with exact
post-
verification

Locality-
Sensitive
Hashing (binary
flat index)

Scalar
quantizer (SQ)
in flat mode

Product
quantizer (PQ)
in flat mode

IVF and scalar
quantizer

IVFADC (coarse
quantizer+PQ
on residuals)

IVFADC+R
(same as
IVFADC with re-
ranking based
on codes)

Class name

IndexFlatL2

IndexFlatIP

IndexHNSWF lat

IndexIVFFlat

IndexLSH

IndexScalarQuantizer

IndexPQ

IndexIVFScalarQuantizer

IndexIVFPQ

IndexIVFPQR

index_factory

"Flat"

"Flat"

"HNSW, Flat"

“IVFx,Flat"

" 508"

" Poxll ,
“PQ"M"X"nbits

"IVFx,SQ4"
"IVFx,SQ8"

"IVFx,PQ"y"x"nbits

"IVFx,PQy+2z"

Main parameters

quantizer, d,
nlists,
metric

d, nbits

d, M, nbits

quantizer, d,
nlists, qtype

quantizer, d,
nlists , M,
nbits

quantizer ,h d,
nlists , M,
nbits ,
M_refine,
nbits_refine

Bytes/vector

dxd

4xd

dxd + X * M %
2 x4

4xd + 8

ceil(nbits/8)

ceil(M * nbits
/ 8)

SQfp16:2* d +
8,SQ8: d +8or
SQ4: d/2 +8

ceil(M *
nbits/8)+8

M+M_refine+8

Exhaustive

yes

yes

no

no

yes

yes

yes

no

no

Comments

brute-force

also for cosine (normalize
vectors beforehand)

Takes another index to
assign vectors to inverted
lists. The 8 additional bytes
are the vector id that needs
to be stored.

optimized by using random
rotation instead of random
projections

4 and 6 bits per component
are also implemented.

Same as the
IndexScalarQuantizer

How Is retrieval implemented?
Software: FAISS, Distributed FAISS, SCaNN, etc...

) Exact Search

F

CPU vs. GPU

Approximate Search
(Relatively easy to scale to ~|B elements)

00
8

24



Example: RETRO

@ DeepMind

Improving language models by retrieving
from trillions of tokens

ARCHITECTURE

e How is the retriever represented”? Granularity of datastore”
e Sizes of LMs vs datastore”

 How are retrieved contexts integrated with LMs?

e Granularity: chunks of 64 tokens

e Representation: frozen BERT encoders (pre-trained but for different tasks)
e | Ms: 150M-7B parameters; datastore: up to 2T tokens (training tokens 600

B tokens)

25



Example: RETRO

ARCHITECTURE

e How are retrieved contexts integrated with LMs*?

= ——mm === ——— | 7 ~. Encoded neighbours
- | Neighbours : .
o _—mmmmmm_m__—_—__—__—__—__—_—_—_—_—_—_—_—_————————— 1
Retrieval BERT I = 9 E, I Chunked cross-attention (CCA) I
dataset ] —t & —s I [
5 9 |
! :[ BERT : sS4 |E I Encoded neighbours :
I = - L ' I
rozen KNN Retriever —
= === - - = | Attend . |
Condition : [
==================== I
Input [“ L I
tokens ! lK JV | I :
- e N N\ ( N ! | l
] I]
- <C, m : : |
I
L ] u : :
4 m u , :
I 0 ,
Lc, —>| ATIN [ CCA | FFW [—— | :
|
. I [ I |
l : : :
: | 3 ' -
L\ J\{ J \ J : |
' |
X “1_ RETRO block (xL) !

The information is integrated into the intermediate layers of Transformers (with an extra encoder)



Example: RETRO

e How are the LM and retriever trained together”?

e [raining from scratch” Fine-tuning?
® Pre-training or instruction tuning”?

e The retriever (“encoder”) is pre-trained and not updated anymore

¢ Trained from scratch or fine-tuned (“retrofit”)

[Submitted on 11 Oct 2023 (v1), last revised 29 May 2024 (this version, v3)]

InstructRetro: Instruction Tuning post Retrieval-Augmented Pretraining

Boxin Wang, Wei Ping, Lawrence McAfee, Peng Xu, Bo Li, Mohammad Shoeybi, Bryan Catanzaro

27



RETRO: experiments

Perplexity

0.70-
0.65-
0.60-
0.55+
0.50+

0.45-

@ 172M 80— 425M

a) LAMBADA Accuracy

0.65

0.60-

0.55+

200 400 8001600 7500
Non-Embedding Params (M)

In restrospect, too many wor
downstream tasks at that tim

0.70-

0.50+

—&— 1.5B —&— 7.5B —A— Baseline —3%— RETRO [OFF] —8— RETRO [ON]

b) Curation Corpus bpb

2-

200 400 8001600 7500
Non-Embedding Params (M)

20+

101

c) Wikitext1l03 Perplexity d) Wikipedia Sept 21 bpb
0.85
0.80-
0.75-
0.70-
0.60-
200 400 8001600 7500 200 400 8001600 7500
Non-Embedding Params (M) Non-Embedding Params (M)

s focused on improving perplexity instead of

e..
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RETRO: experiments

Question answering

Model Test Accuracy
ReEaLM (Guu et al., 2020) 40.4
DpRr (Karpukhin et al., 2020) 41.5
RAG (Lewis et al., 2020) 44.5
EMDR? (Sachan et al., 2021) 52.5
F1D (Izacard and Grave, 2021) 51.4
F1D + Distill. (Izacard et al., 2020) 54.7
Baseline 7B (closed book) 30.4
RETRO 7.5B (DPR retrieval) 45.5

[t is not better than specialized QA models

No evals on any of in-context learnings tasks in GPT-3

“With a 2 trillion token database, our Retrieval-Enhanced
Transformer (Retro) obtains comparable performance to
GPT-3 and Jurassic-1 on the Pile, despite using 25x fewer
parameters.”

RETRO is not open-sourced... :(
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RETRO++ (NVIDIA)

Tasks Small Medium XL XXL

GPT RETRO GPT RETRO GPT RETRO GPT RETRO
Knowledge-intensive Tasks
HellaSwag 31.3 36.2 149 | 43.2 46.2 130 | 56.7 59.0 123 | 72.3 70.6 y1.7
BoolQ 59.3 61.8 125 | 57.4 57.2 102 | 62.2 62.7105 | 67.3 70.7 134
Knowledge-nonintensive Tasks
Lambada 41.7 41.4 ;03 | 54.1 55.0109 | 63.9 64.0 101 | 73.9 T2.7 112
RACE 34.6 32.5 421 | 37.3 37.3+100 | 40.8 399 109 | 44.3 43.2 1.1
PiQA 64.3 64.8 105 | 70.2 68.7 415 | 73.7 T74.1 704 | 785 T77.4 111
WinoGrande 2.4 52.0 104 | 53.8 HH.2+14 | 59.0 60.1 +1.1 | 68.5 65.8 |27
ANLI-R2 35.1 36.2+11 | 33.5 33.3102 | 34.3 353110 | 32.2 35.5 133
HANS 1.5 51.4 0.1 | 50.5 50.5 100 | 50.1 50.0 yo.1 | 50.8 56.5 15.7
WiC 50.0 50.010.0 | 50.2 50.0 j02 | 47.8 49.8 420 | 52.4 52.4 10.0
Avg. Acc. (1) 46.7 47.4 707 | 50.0 50.4 104 | 54.3 55.0 707 | 60.0 60.5 105

RETRO++ (Wang et al., ENMNLP’23)

Table 6: Accuracy (Acc.) on nine downstream tasks evaluated in the zero-shot setting for pretrained LMs with different
parameter sizes.
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Other architectures for RALMs

Fevry et al. 2020,
de Jong et al. 2021

N How to use When to
tEtntltles or retrieval? retrieve?
entity mentions l l REALM (Guu et al. 2020)
rzlr,'iaet;/:o” Text chunks > Input layer ~ Once
. (concatenation)
\ \\ , Every n tokens
Tokens | diota | Retrieve-in-context
kNN-LM (Khandelwal et al. 2020) (Qé?tr rlzi olfpgr:'g/ g;s) (Ram et al. 2023, Shi et al. 2023)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Drozdov et al. 2022, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
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KNN-LMs

(Retrieval can be added at the output layer)

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation ARCH ITECTU RE
i v ki = fle; i — dig. k] Pk e eapl —dy ) Ty o, >_, Lymy g ois
Obama was senator for | lllinois (I ]Jef ) —™ 4 Hawaii |3 —™ Hawaii |0.7 Hawaii | 0.8
Barack is married to | Michelle ) O( —| 100 lllinois |4 [~  Mlinois |0.2 ; lllinois | 0.2 ° TO ken - I evel d ataStO e
Obama was born in | Hawaii = 5 Hawaii|5 | Hawaii [0.1 l
Obama s anative o Hawai_||_ @@®O 3 cmssicaton|  [meonion |+ e presentation = input to last FFN layer
rarin) =R e A g
Test Context Target Representation
P B Hawaii |0.2 Hawaii | 0.6 .
maspz —masjo2 | ¢ |Ntegration only at the output layer
Obama’s birthplace is ? ( Jolel ) >

pavn(w [ ) o< Y I(w = w)exp(—| fo(c) = folce)?)
— only keep top-K after NN search

P(w | ct) = APuvm(w | ¢p) + (1 — N Penn(w | ¢¢)  (Linear interpolation)

KNN-LM (Khandelwal et al., ICLR’20) 32



REPLUG

(Retrieval can be added at the input layer)

Retrieved document d,
f N

([ B di X
Jobs cofounded g — apple <

: Apple in his Jobs was raised | Jobs is the r ’_' pear

Retl’level’ — \\parents' garage 5 by adopted... J CEO of _ x not
| SteveJobs | Jobs is the ERis 2pple
Document cefor: - g i CED of — oear - pear
Retrieval bbbl | | -y = - g

o N(
Test Context X Jobs cofounded | Jobs is the]_, _, apple

Jobs is the | ======i» BLaCk boX Apple... CEO of _ pear J
CEO A Jk
of _ not

Ensemble

AppLe

REPLUG (Shi et al., NAACL'24)



Why Is training so hard for RALMs?

Input

AR
. AR ‘;\m@?‘@@\\.‘& e
A ERENTS WERNG R i e
e | A e e
e\ ms@\\}\ig\‘.\ﬂk \x\m\%ﬁé‘?\&%& =N

Back-
propagate

D
\\'\\&%&\‘

\
RS -\ggs&“;:
S

NN
SRS e o 8

N
et
\\"’”‘QQ‘\’%‘Q\\\@\%%@&%’*

— e

BaCk-propagate o
Training LMs can
be very expensive!

Too large! Expensive to update
Index during training!

Datastore
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Why Is training so hard for RALMs?

LGS R e
LIV A TR N b s N : el

\ Q“\\s\x TN NG N

\%W’to

SRTRDPRESS “ \ \ o '::' \ %

LTRSS

\‘R\)‘(‘\\S\“ N

Encoder

/

Datastore Re-indexing will be very expensive!
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Different training methods

e Independent training

e Sequential training

e Joint training w/ asynchronous index update
e Joint training w/ in-batch approximation

- Training language models
mput— VI outout Retriever

- Training retrieval models

Retriever

. ‘xé/_~'q'. :
. 3 ‘_‘:‘fﬁ )A:
e o)
>é,o!*€% » .‘

e

Chunks/fdens Retrl ever

Datastore
Query
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Training with asynchronous index updates

NN TR cowrsnesten \-%%\\m St
. ROVDFEES
%%.\\\“g\%-\\\ﬁ\\ R
N

O N e
- RS TR "wf?;‘:" S A
N e

X

Y Updated

CS»%% N
Datastore
Examples: REALM (Guu et al., ICML20), A

Updated

"M Encoder ' Index

T updates Refresh

LAS (Izacard et al., IMLR’23)

37



Tralning with In-batch approximations

In-batch approximation

N S T N >100M
va“\*\“wfa e e
L ERENS R RS e

Encoder aamg Full index

0 N
Full corpus Re-indexing will be very expensive

~10K

... >
e e 4 ENCOCEr 4 In-batch index
-

Training batch Computed on the fly for each batch!
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Tralning with In-batch approximations

Training Language Models with Memory Augmentation

Zexuan Zhong' Tao Lei* Dangi Chen'
"Princeton University
{zzhong, dangic}@cs.princeton.edu, taole@google.com

TRIME (Zhong et al., EMNLP’22)

Nonparametric Masked Language Modeling

Sewon Min'?>  Weijia Shi'? Mike Lewis’  Xilun Chen?
Wen-tau Yih?  Hannaneh Hajishirzi'? Luke Zettlemoyer'
1 University of Washington “Meta Al 3 Allen Institute for Al
{sewon, swj0419, hannaneh, 1sz}@cs.washington.edu
{mikelewis, xilun, scottyih}@meta.com

NPM (Min et al., ACL'23 Findings)

@® Target token’s embedding Positive in-batch memory

O Other token embeddings (O Negative in-batch memory

A Forward pass A Back-propagation

prediction (target: “Apple”)

N

l_L similarity < l

), E' (Oand CDMicrosoft] V] token
1\4/ ' @A.pple O color J embeddings E
C encoder )f— Ofist  OO...
A ... works at Microsoft
: ... returned to Apple | in-batch
Jobs became CEO of _ + (... Jobs became CEQO | memories
. ©9... moves to Apple
v O )

---------------------------------
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Advanced “frozen” RAG frameworks (path #2)
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Key challenges

Retrieval-Augmented Generation (RAG) 20 Total Retrieved Documents (~4K tokens)

75 %

Prompt How did US states get their names?

~
o

Step 1: Retrieve K documents

Accuracy
(o)}
Ul

o Of the fifty states, eleven are named
after an individual person.

o Popular names by states. In Texas,
Emma is a popular baby name.
Retriever o California was named after a fictional

island in a Spanish book. 1st 5th 10th 15th 20th
Position of Document with the Answer

o))
o

9
o

Step 2: Prompt LM with K docs and generate ~®- gpt-3.5-turbo-0613

- . ——. gpt-3.5-turbo- losed-book
Prompt How did US states get their names? + oeo gpt-3.5-turbo-0613 (closed-book)

‘l' US states got their names from a variety of
% sources. Eleven states are named after an #1. Can LMs discern relevant and irrelevant passages?
individual person (e.g, California was named
LM after Christopher Columbus). Some states #2. Can LMs leverage all the contexts effectively”
Inclu/ \ng Iexas Utah, are named after
[ Contradictory  merican tﬁl\wo information in passages #3. Can LMs synthesize information from different passages just in context?
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Active Retrieval Augmented Generation (FLARE)

I(Search results: D,

1[1]: ..

Retriever
" Search results: Dy, ~

Retrieved 2] [1: ... .
documents | 2 . Search results: Dg, =l
| [1]: ... am |
: [2]: ... |
| X - | 47
Input X, Generate a summary about Joe Biden. I
|
______ d e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e =
[
Stepl S;! Joe Biden (born November 20, 1942) is the 46th president of the United States. :
!
[
81: Joe Biden (born November 20, 1942) is the 46th president of the United States.
| : q
Step 2 §2: Joe Biden attended the University of Pennsylvania, where he earned a law I
| degree. :
!
s, | He graduated from the University of Delaware in 1965 with a Bachelor of Arts : qs
2: in history and political science. |
| :
!
Step 3 35! Joe Biden announced his candidacy for the 2020 presidential election on August
: 18, 2019. |
[
33: Joe Biden announced his candidacy for the 2020 presidential election on April
|
!

25, 2019.

AEEE  SEEE SN SIS B B S S B B B S B B B G G B B B I B B B S S S B B G S B B B S e .

FLARE (Jiang et al., EMNLP’23)



Self-Reflective Retrieval-Augmented Generation (Self-RAG)

Retrieval-Augmented Generation (RAG) Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)
Prompt How did US states get their names? Prompt How did US states get their names? Step 1: Retrieve on demand
Step 1: Retrieve K documents % —> US states got their names from a variety of sources. | Retrieve Q
o Of the fifty states, eleven are named o e o
after an individual person. Step 2: Generate segment in parallel
o Popular names by states. In Texas,
Emma is a popular baby name. Prompt + o Prompt + o Prompt + o
Retriever California was named after a fictional
o island in a Spanish book. o % ‘1' % ‘1' % ‘1'
. Relevant = o
| van !11 of 50 state names [Irrelevant ! Texas is named !Relevantica”fomia's name has its
Step 2: Prompt LM with K docs and generate T DO ——
come from persons. fSuppoﬂed . . , origins in a 16th-century novel
=EE. after a Native American tribe. 3 i
Prompt How did US states get their names? + ooo Las Sergas de Esplandian. [ Partially J
‘l' Step 3: Critique outputs and select best segment
US states got their names from a variety of }

%_}sources. Eleven states are named after an _.---'[OL — ] > 0 m S O

individual person (e.q. California was named IR e
LM after _Christopher Columbus). Some  states 3 S US states got their names from a variety of sources. 11 of 50
iﬂC|U/\iﬂ9 Texas Utah, are named after % > [ ] 7> Repeat states names are come from persons. )26 states are named
Contradictory }herican t:&% information in passages after Native Americans, including Utah.o

Prompt: Write an essay of your best summer vacation Prompt: Write an essay of your best summer vacation

14
q o o o —> % —> My best... % —> 1| NoRetrieval | My best summer vacation is when my family and | embarked on a road trip along ...

Self-RAG (Asai et al., ICLR’24)



