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•  Sampling: best-of-n, majority voting, weighted majority voting

•  Search: MCTS, reward balanced search (this work)

•  Sampling

Q. Large model vs small model + more inference compute?
Q. Can test-time computation substitute for pre-training?
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“how one should trade off inference-time and pre-training compute”
“We conduct our analysis using the PaLM 2-S* (Codey) base model”
“Capability-specific fine-tuning is necessary to induce revision and verification 
capabilities into the base model on MATH”
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This lecture

• Different test-time strategies

• (Brief) How to train LLMs for better reasoning (= post-training)?

• Which strategy works better in what scenario?
• More discussion on ORMs vs PRMs
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Tree of thoughts (Yao et al., 2023) Stream of search (Gandhi et al., 2024)

Self-refine (Madaan et al., 2023)

Lots of inference methods



6

Two views of scaling test-time compute
• Input level: augment the prompt with additional tokens (repeatedly)

“Refining the proposal distribution”

• Output level: sample multiple candidates and perform surgery on these candidates
“Searching against a (PRM) verifier”

Comparison: a 14x larger model with greedy decoding
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Search against a verifier



8

Search against a PRM verifier

• They use a PRM (process reward model) instead of an ORM (outcome reward model) verifier

• They use automated methods for collecting process supervision instead of PRM800K

• Distribution shift between GPT-4 and Palm-2 outputs?

• PRM can be used for multiple strategies, but ORM can be only used for best-of-n (still PRM works better!)

• I believe they fine-tuned the same base model as the verifier
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#1: Best-of-n weighted

• Majority vote: get n final answers, and pick the one with the highest vote (no RM used)

Also called self-consistency (Wang et al., 2022)

• Best-of-n weighted: get n final answer, each answer has a weight assigned by RM, aggregate and 
weights and pick the one with highest sum 

• Best-of-n: sample n full solutions and use RM to pick the best one
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#1: Best-of-n weighted
• How to get an aggregated score from PRM when ranking full answers?

• They used PRM’s prediction at the last step as the full-answer score
• Prior work used product or minimum
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#2: Beam search

• N: beam size

• M: sample M steps from each node
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#3: Lookahead search

• N: beam size

• M: sample M steps from each node

• k: rolling out up to k steps, and use PRM’s score

• Representative of MCTS-style methods



Results
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• Beam search is best with less budget
• Best-of-n weighted is the best with large budget

• Beam search is better for harder questions
• No meaningful progress for hardest questions
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• The optimal test-time strategy should  
depend on question difficulty!

• Can outperform PRM best-of-N up 
to 4x less test-time compute

Results: Adaptive compute-optimal strategy

• Note: estimating difficulty of 
prompts also incurs test-time 
compute but omitted in this study (“a 
crucial avenue for future work”)
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Aside: how to collect PRM data automatically?
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Human annotations

• “We deliberately choose to supervised only up to first incorrect step”

• Use active learning to decide which steps to annotate “convincing 
wrong-answer solution”

• Only evaluates using best-of-n sampling
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Process supervision without human labels

• The quality of a reasoning step = its potential to deduce the correct answer

• For each step, perform N rollouts, estimate how likely it will lead to the correct answer

• They did evaluations on a) best-of-n weighted; b) RL with PRM

• This is the method the Snell et al paper used!
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Process supervision without human labels

• They claim using per-step Monte Carlo estimation as in Math-Shepherd is not efficient
• They use a complex MCTS process to decide how to do roll-outs and how to collect PRM data
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Process supervision without human labels

best-of-n sampling
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Refining the proposal distribution



Using a revision model
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•The revision model takes the previous 4 responses and propose a new revision
• Pick the best output according to a verifier



How to train the revision model?
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• Data: “Specifically, following the recipe of [1], we pair up each correct answer with a sequence of 
incorrect answers from this set as context to construct multi-turn finetuning data. We include up to four 
incorrect answers in context, where the specific number of solutions in context is sampled randomly from 
a uniform distribution over categories 0 to 4. We use a character edit distance metric to prioritize selecting 
incorrect answers which are correlated with the final correct answer.”

•  Q: Do they have a separate revision model like the verifier model, or it is just the main model (= post-
training)?



Results: parallel vs sequential
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• Using N sequential revisions is always better than 
N parallel samplings (when controlling # of 
generations)

• Q: What about FLOPs?



Results: sequential-to-parallel ratio

24

• Difficult questions need more parallel computation



Results: Adaptive compute-optimal strategy
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• The optimal test-time strategy should  
depend on question difficulty!

• Can outperform best-of-N up to 4x 
less test-time compute
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How to (post-)train LLMs for better reasoning?



Self-Taught Reasoner (STaR)
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• Generate (rationale, answer)
• If answer is correct, add it back to 
the fine-tuning data



Reinforced Self-training (ReSTEM)
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Self-improvement and verification methods
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Preference optimization for reasoning
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Final thoughts

• How do any of these findings generalize beyond a single task?
• Post-training: any generic solutions? What data to use?


