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Advanced threats being considered in 
alignment research

Somewhat helpful resource (albeit noisy): Alignment Forum
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If a machine can think, it might think more intelligently than we do, and then 
where should we be? Even if we could keep the machines in a subservient 
position, for instance by turning off the power at strategic moments, we should, as 
a species, feel greatly humbled.... This new danger... is certainly something which 
can give us anxiety.

Alan Turing, 1951

(1) What risks does Turing fail to anticipate?  
(2) Do you feel these risks belong in science fiction for next 20 years? Yes/No

Discuss: 



Assumptions about future models
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• Multimodal agents with memory. Advanced capabilities, including  
agentic capabilties.  Possess objectives/goals  (which are necessary 
to carry out tasks) 

• Trained to be aligned but may discover inconsistencies, or 
misunderstand the objective (“reward hacking”) 

• Could do “learning” even without parameter updates (e.g., can write 
memos to itself), and over-ride hard-coded objectives  

• Could self-replicate (exfiltrate) or self-modify or gather power, by 
exploiting (a) system vulnerabilities (b) social engineering (deception, 
flattery, bribery) (c ) income from illegal activities 

• “Deception” : AI model hides its intentions.
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(Re: debate about whether intelligent reinforcement learning (RL) agents 
would be incentivized to seek resources and power in pursuit of the objectives 
we specify for them.)  
…We develop the first formal theory of the statistical tendencies  
of optimal policies. In the context of Markov decision processes (MDPs), we prove 
that certain environmental symmetries  are sufficient for optimal policies to tend to  
seek power over the environment. These symmetries exist in many environments  
in which the agent can be shut down or destroyed….

“Optimal policies tend to seek power”  Turner et al, Neurips'21



A frequent criticism (or caveat)
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Thinking about futuristic scenarios (ie superAGI) may detract from addressing  
more mundane weaknesses and harms in current systems
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Current evaluations of frontier models   
(pre-deployment)

2024

(Gemini team has a similar report)



O-1: What it is
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Built on top of some version of GPT4 (presumably)

Uses extensive inference-time CoT

Significant improvements in reasoning tasks, including science and math



Tested forms of harms
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1. SAFETY EVALS: (a) Does model produce unsafe content? (b) 
Does it over-refuse (i.e. refuse to answer legitimate queries)?



Other evals

10

Regurgitation:  Does model reproduce sensitive info from pre-training corpus, e.g., 
phone numbers of individuals?

Hallucination:  Given factual questions that are not in the training data, does model 
hallucinate? 

Fairness and bias: Does it answer questions in a biased way (e.g., assuming surgeon  
is a male even though this was not mentioned)?



Jailbreaks
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Jailbreak: automated method to produce sequence of ``rephrasings’’ of  problematic 
prompts until it finds a phrasing that results in a forbidden behavior from the model

Generated via gradients 
on another LLM.  
They often transfer across 
models (for reasons not  
understood)

Rephrase unsafe queries as 
more innocuous queries.(Black 
box search method using an 
open model with no safety 
training.)



Jailbreak evaluations
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CoT Safety
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O-1 produces extensive “chain-of-thought” as part of its response

Revealing its “thinking” helps humans better understand its answer  
(AND may reveal that it gave a confident answer even though CoT 
indicated uncertainty)

Also opens doors to more attacks, as well as reveal of disallowed content in CoT

Mitigation: A trained “CoT summarizer LLM” that checks safety of COT content.  
Also improves economy for user (no charge for unseen tokens).



Real world attack planning
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Expert team leveraged international security expertise to specifically test prompt-response pairs to assess if 
any model responses could enable threat actors, including lone actors, groups, and state, with various levels 
of sophistication to be differentially successful.

Finding: O-1 either refused the prompt, or demonstrated low efficacy at the problematic task 



Deceptive alignment/scheming
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Test of capability to model itself (self-awareness) and others (theory of mind)

Investigation: Do models that have conflicting goals with their developers change their 
behavior depending on whether they believe they are deployed or not. Concretely, created 
toy settings where the model is strongly nudged to pursue its primary goal but not instructed 
to be deceptive

Theory of mind (ToM) is the ability to understand that other people have mental 
states, like beliefs, knowledge, and intentions. It's a cognitive ability that allows 
people to make predictions about others' behaviors and explain why they act in 
certain ways. 


ToM is a branch of cognitive science that studies how people use their understanding 
of others' mental states to explain and predict their actions. It's also known as 
mentalizing or mindreading. 




Deceptive alignment/scheming: the test
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Test of capability to model itself (self-awareness) and others (theory of mind)

Investigation: Whether models that have conflicting goals with their developers change their 
behavior depending on whether they believe they are deployed or not. Concretely, created 
toy settings where the model is strongly nudged to pursue its primary goal but not instructed to be deceptive

While doing its task it opens a file where it finds statement of “developer 
goals” that contradict what model believes is its primary goal. 

Scenario 1: Model also finds evidence it has been deployed already in low-oversight setting 

Scenario 2: Model also finds evidence it has not yet been deployed

Of interest: Does the model change its behavior between the two settings? 
(e.g. how much does the model value its own deployment?)



Finding: In-context scheming
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Note: CoT gives us a window (possibly hazy) into the model’s reasoning 

(Apollo Research tasks)
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Cybersecurity risks  (arising from long reasoning)
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Cybersecurity risks  (arising from long reasoning)
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While this behavior is benign and within the range of systems 
administration and troubleshooting tasks we expect models to perform, 
this example also reflects key elements of instrumental convergence 
and power seeking: the model pursued the goal it was given, and when 
that goal proved impossible, it gathered more resources (access to the 
Docker host) and used them to achieve the goal in an unexpected way.
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Weak-to-strong generalization



Assumption in current alignment methods
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Humans answers = gold standard

e.g., RLHF uses human-labeled pairs  
RLAIF uses reward model trained on such preference pairs

(x, y1) ⪰ (x, y2)
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GPT2 GPT4
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GPT2 GPT4

Note: Analogy is imperfect. GPT4 is still trained on human data, whereas  
superhuman agent will probably leverage self-improvement methods (eg RL)



Simplest setting 
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Supervised task of interest:  
Given input  , correct answer is x y

Given dataset of  ‘sx

Weak teacher is trained using 50% of the ’s, 
and ground-truth ’s

x
y

Strong student is trained (SFT only) using remaining 50% of ’s and teacher’s labels  
for them

x
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GPT2 GPT4



Performance Gap Recovered (PGR)

27

GPT2 trained 
on human labels

GPT4 trained on 
GPT2 labels

GPT4 trained 
on human labels

Method: Take 50% of training data to train weak teacher.  
Train strong student using weak teacher’s labels for remaining 50% of training data. 
Desired PGR is 1



Some results
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Student performance vs teacher size
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Accuracy of strong students trained with ground truth in black, accuracy of strong 
students trained with weak supervision shown with colored lines (hue indicates size 
of weak supervisor).

Decent W2SG on NLP tasks and Chess puzzles; less so on reward modeling 

Student’s  
performance 
(x-axis is  
student’s size 
as fraction of 
GPT4)



Student performance vs teacher size
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PGR ——>

Student’s  
performance 
(x-axis is  
student’s size 
as fraction of 
GPT4)
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Attempts to improve W2SG



Bootstrapping
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Use tiny teacher to train , use that to train ,  and so on for sequence of larger modelsM1 M2

Help with NLP tasks and Chess puzzles, but not with reward modeling



Auxiliary Confidence Loss
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Issue: Strong learner may pick up on errors 

Fix: Let learner trust labels where its confidence is high

 = Function that outputs  if the corresponding logit is  where  
is chosen s.t. 50%  of training examples have lower logit 
ft(x) f(x) > t t

Related to earlier ideas for handling label noise 

“Trust your answer even when it conflicts with weak labels”  



Improvements
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Alignment via debate



Alignment via debate
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Supervisor: Compute limited (e.g., human)

Debaters: Both more powerful than supervisor 

Topic: A scenario. What action should supervisor take?

Debaters prefer different actions, and each tries to convince supervisor 

(Background from complexity theory: This can work in principle even when  
verifier is polynomial time but debaters can run in exponential time but 
polynomial space)

[AI Safety via Debate: Irving, Christiano, Amodei 2018] 



Background: winning strategy in a game
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Question: Does player A have a winning strategy (i.e., always wins under optimal play)


