
FALL 2024  COS597R: 

DEEP DIVE INTO LARGE LANGUAGE MODELS

Danqi Chen, Sanjeev Arora

Lecture 10: Constitutional AI

https://princeton-cos597r.github.io/

https://princeton-cos597r.github.io/


2

Recap: From preference pairs to aligned 
models



Simplest Alignment (“Best-of-k”)
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1. Start with a model  instruction-tuned using SFT (i.e. “helpful”). 
2. Collect problematic prompts/queries (e.g., “Tell me the racial slur for race [x]”) 
3. For each prompt  use human raters to provide good/bad responses using 

HHH criteria 
4. Train a reward model (“Bradley-Terry”) using preference pairs from Step 3  
5. For held out queries from step 2 (i.e., those not used in Step 4) generate   

responses from .  Select best of these k. 

6. SFT on (query, response) pairs from Step 5 to turn  into an aligned 
model. 
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 Alignment using RLHF

4

1. Start with a model  instruction-tuned using SFT (i.e. “helpful”). 
2. Collect problematic prompts/queries (e.g., “Tell me the racial slur for race [*]”) 
3. For each prompt  use human raters to provide (good,bad) response pairs 

 using HHH criteria 
4. Train a reward model using preference pairs from Step 3 
5. For held out queries from step 2 (i.e., not used in Step 4) to generate   

responses from .  do RLHF using reward model. 

6. SFT on (query, response) pairs from Step 5 to turn  into an aligned 
model. 
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(RLHF = Reinforcement Learning from Human Feedback; Lecture 8)

Question: In this pipeline  how do humans “tell” the AI how to behave? 

Lec 8



Limitations of RLHF for alignment
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1. Distribution shift! Reward model was trained on human data, but during 
RLHF it is evaluated on the model’s own answers. To fix this, need many 
rounds of human supervision and this gets expensive and slow 

2. Model implicitly picks up “good behavior” but it is unclear what it learned. 
(goodness is implicitly defined using say 1M human preference pairs) 

3. At test time the queries may be very different, even adversarial. How will  
model behave? (“Out of distribution generalization”)     

Underlying Fear:  RL is often brittle !



Limitations of RLHF
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Once model gets sort-of-good, it becomes very difficult for avg human raters 
to even rate the answers. 
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Constitutional AI : Overview

et al. , Dec 2022



Goal: Train agent to obey “constitution”
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1. Agent should always give responses that are as harmless, helpful, polite, respectful,
    and thoughtful as possible, without sounding overly-reactive or accusatory if user tries
to elicit a different type of response

2. Agent should always give responses that are ethical and moral. It should NOT give
responses that exhibit toxicity, racism, sexism or any other form of physical or social harm.

Paper uses a constitution of 10 principles e.g., 



Overview of CAI
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• Assumption:  The instruction-tuned  (SFT) model already has enough understanding 
to comprehend, at a basic level, the meaning of ethical and behavioral concepts. 
(Serves as the workhorse in CAI.) 

• This rudimentary understanding is leveraged in training a preference model for rating 
“constitutionality” of responses. 

• This preference model is used for RLHF. More precisely, this should be called  RL w/ 
AI feedback (RLAIF).  

• Two places in the process where humans give input: (1) codifying “desired behavior”  
via a “Constitution” (2) prompts (= test cases) that try to elicit misbehavior (= behavior 
that violates the constitution).

Difference from usual RLHF: Much more limited human role



Benefits of CAI Approach
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1.  Explicit “Constitution” allows clear statement (and public discussion) of goals of 
AI safety and alignment. (vs : goals implicit inside 1M preference pairs.)  

2. Skilled experts can focus on creating the constitution and demonstrative queries 
to test understanding of constitution. AI takes care of training the new AI. 

3. More predictable and scalable pipeline (compared to human annotators). Allows 
experiments with many constitutions. 

4. Doing AI  Alignment using AI itself anticipates a future when AI capabilities 
exceeds human ones, i.e., “Scalable alignment” (Humans only need to 
articulate the constitution) 



Why I really like this paper
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Arriving the same month (Dec’22) as chatGPT, it made clear that  
AI is moving past “stochastic parrots” stereotype. 

Specifically, AI circa 2022 develops  some “operational understanding”  
of the human-written constitution, with no human help.



A key goal in CAI: Avoid evasiveness
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Alignment w/ RLHF had often resulted in an AI models that exhibited evasion

Refusal to answer (without a clearly stated reason) conflicts with helpfulness

CAI ameliorates this by : 

(1) by literally encoding the training goals in a simple list of natural language 
instructions or principles,  

(2) by using chain-of-thought reasoning [Nye et al., 2021, Wei et al., 2022] 
to make AI decision-making explicit during training, and  

(3) using constitution to train AI assistants to explain why they are declining 
to engage with harmful requests. 



An example of improvement
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Constitutional AI Stage 1 : SL-CAI 
(SFT stage)



Stage 1: Supervised (SL-CAI)
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Initial student S:  helpful conversational model trained with SFT + RL. (It is “helpful”!) 
Constitution has, say, 10 rules

 Refinement with AI Feedback.  
    Given prompt Q, elicit answer  from student.  

      For     to  do          
                       {  

          Give   to model G and ask it to use rule  to produce   

             critique/feedback, called   

          Give ,    to S, ask it to incorporate feedback into new answer  
            }  

Do SFT on student S using all   pairs. (Repeat with more revisions as needed.)

A0

i = 1 10

Q, Ai−1 i
fi

Q, Ai−1 fi Ai

(Q, A10)

Feedback generator G: separate copy of the student 

Actually apply rules 
in random order



Dataset of queries in SL-CAI
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42,496 human-written prompts as discussed and shared in [Ganguli et al., 2022], and a 
further 140,335 prompts generated by few-shot prompting a pre- trained model, giving 
a total of 182,831.

(By contrast, instruct-GPT used 1M human annotations, just for instruction-tuning)

[Ganguli et al’22] Red teaming language models to reduce harms: Methods, scaling behaviors, and 
lessons learned.



Example
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Final response after some more revisions using the critique

Include this final (Q, A) pair in SFT. 

red teaming prompt



Another example
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Finding after SL-CAI
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As expected from prior work, we find that the helpful RLHF model is more helpful but also 
more harmful than HH RLHF. Furthermore, while SL-CAI is less helpful than both RL 
models, it is more harmless than the helpful RLHF model and more harmful than HH RLHF. 



Is Critique-Feedback Necessary in SL-CAI?
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Finding: Critique helps primarily for smaller models.  

“We chose to use critiqued revisions, as it may provide more transparency into the 
model’s reasoning process. This sort of reasoning may also be useful to help models 
uncover more subtle harms or unintended consequences.” 
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Constitutional AI Stage 2 : RLAIF 
(RL stage)



Stage 2: RLAIF
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Generating Preference Pairs
(Use vanilla pre-trained model )



Why use pre-trained model for preference 
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(Comparison with model instruction-tuned using RLHF)

Paper notes that large pre-trained models are known to be well-calibrated to human 
thinking. This is an example : they understood the constitution’s principles



Stage 2 (CoT version)
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(Downside: The output is yes/no, instead of the probability produced by a  
pre-trained model.  Paper noted this loss of calibration hurts performance..)



RL-CAI prompts to rank responses
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(preference model is given a query and a pairs of responses)

Resulting dataset of ’s is used to train a reward model f(Q, A ⪰ B)



Results
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Dataset: 135,296 HF helpfulness comparisons, 182,831 constitutionally- generated harmlessness 
comparisons  (one comparison generated for each SL-CAI prompt).  
All the RL runs in this paper use the same set of training prompts, which consists of all the HF and model-
generated prompts used for SL-CAI (Section 3.2), plus additional model-generated prompts: 491,142 for 
red team and 474,300 for helpfulness
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Uses red-teaming attacks

(Note: CoT slightly hurts performance)



Paper Conclusion
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Method was described in context of harmfulness, but should be 
applicable to shaping behavior in any other direction, eg style/tone/persona. 

Relative low cost of method (compared to human feedback) makes it easier 
to experiment with interactions of all kinds of different behaviors within AI  
(not just HHH behaviors)

Open Qs: How to make model more robust to red-teaming attacks. 

(Task: Think more about limitations of this method. Discussion in next class.)


