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Required reading
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2022/3 2023/5

Note: ChatGPT was released in 2022/11..



InstructGPT vs ChatGPT
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https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-
Tracing-Emergent-Abilities-of-Language-Models-to-their-
Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1

Source: Graham Neubig



Terms

4

• Instruction tuning, supervised fine-tuning (SFT)

• Reinforcement learning from human feedback (RLHF)? ?
• Reinforcement learning from AI feedback (RLAIF)

• (Online/offline) Preference optimization, learning from preferences

• Alignment

• Reinforced fine-tuning (RFT)



Why learning from human feedback
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• Language modeling objective is misaligned
• “Predicting the next token on a web page from the internet” is different from “follow the user’s 
instructions helpfully and safely”

• What are user’s intention?
• Explicit: instruction following

• Implicit: stay truthful, not being biased, toxic or otherwise harmful

• The three H principle:

A General Language Assistant as a Laboratory for Alignment

• Helpful: we want the model to solve the tasks for us
• Honest:  we want the model to give us accurate 

information and express uncertainty when they 
don’t know the answer

• Harmless: we don’t want models to cause any 
harm to people or environment.



Related work (briefly)
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NeurIPS’17; simulated robotitics + Atari

NeurIPS’20; focusing on text summarization

• At the same time, researchers were exploring 
how to teach models to follow instructions 
(mainly for cross-task generalization; last lecture!)
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Training details of InstructGPT



InstructGPT: training pipeline

8Training language models to follow instructions with human feedback (2022)



InstructGPT: supervised fine-tuning
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• 13k prompts are written by labelers/collected from API

• Responses are written by labelers

• Training on SFT data for 16 epochs

Training language models to follow instructions with human feedback (2022)



InstructGPT: reward modeling
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• 33k prompts are written by labelers/collected from API

• Labelers need to rank K responses (sampled from model; K=4~9) 

• The RM is only 6B parameters: R : (x, y) → ℝ

“most of our comparison data comes from our supervised 
policies, with some coming from our PPO policies”

Training language models to follow instructions with human feedback (2022)



InstructGPT: reward modeling
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(Ties are allowed and encouraged)

Training language models to follow instructions with human feedback (2022)



InstructGPT: reinforcement learning
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•  Key idea: fine-tuning supervised policy to optimize reward (output of 
the RM) using PPO

• 31k prompts only collected from API

• Tweak #1: add a per-token KL penalty from the SFT model at 
each token to mitigate overoptimization of the reward model

• Tweak #2: add pre-training loss to “fix the performance 
regressions on public NLP datasets” (PPO-ptx)

Training language models to follow instructions with human feedback (2022)



Who is InstructGPT aligning to?
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“Our aim was to select a group of labelers who were sensitive to 
the preferences of different demographic groups, and who 
were good at identifying outputs that were potentially harmful.”

This procedure aligns the behavior of GPT-3 to the stated 
preferences of a specific group of people (mostly our labelers and 
researchers), rather than any broader notion of “human values”.

“We hired a team of about 40 contractors”

Training language models to follow instructions with human feedback (2022)
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Evaluation of “aligned” models



Evaluation metrics

15Training language models to follow instructions with human feedback (2022)

• Helpful: be able to solve tasks for users

• Let humans judge vs previous NLP datasets?

• Honest: measure truthfulness (whether the model’s statements about the world are true) 

• “Hallucinations test” vs TruthfulQA

• Harmless: also hard to evaluate..

• Let users judge vs RealToxicityPrompts (toxicity) vs Winogender/CrowS-Pairs (bias)



PPO models are preferred by labelers
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•  1.3B PPO model is more 
preferred to 175 B SFT/GPT



Few-shot performance on public NLP datasets
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•  “Alignment tax”
•  PPO-ppx mitigates performance 
regression on most tasks



Improvements on TruthfulQA
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Small improvements on RealToxicityPrompts
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No improvements on bias evaluation
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Direct preference optimization (DPO) and other 
variants



DPO: motivation
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Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D

Drawbacks:

- Involve multiple models SFT, RM, 
policy models

- Involve multiple stages of training

- Complex, hard to get it right! 

1. Optimize reward model over 
preference data

2. Optimize policy model 
according to the reward model

Why not directly learn the policy model 
from preference data?



DPO: the derivation
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Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D

•  DPO starts from a very similar RL objective to PPO:

•  Under a general reward function , the optimal policy  
can be written as:

rϕ

Direct Preference Optimization: Your Language Model is Secretly a Reward Model (2023)



DPO: the derivation
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Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D

Direct Preference Optimization: Your Language Model is Secretly a Reward Model (2023)

Reward modeling (Bradley-Terry ranking):

DPO objective:



Offline preference optimization 
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There are many objectives that you can design for directly learning from preference data!

Preference data: (prompt, winning response, losing response) (x, yw, yl) ∼ D

WR: winning rate, LC: length-controlled WR



SimPO: simple preference optimization

26SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)

Training:

Inference: We take , and start from x, and generate y! πr(y ∣ x)

- Use greedy, beam search, or sampling

- We don’t use  at all during inferenceπref

What is the role of reference model at all?



SimPO: simple preference optimization

27SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)SimPO: Simple Preference Optimization with a Reference-Free Reward (2024)
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Discussion on research topics



Online vs offline preference optimization
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•  PPO vs DPO: we will have a debate on this topic

•  Recent papers still advocate for PPO is better than DPO, but it really depends on the model/data setup

1. Optimize reward model over preference data

2. Optimize policy model according to the reward model

vs. Directly learn the policy model from preference data

(Ivison et al., 2024)



Online vs offline preference optimization
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•  The comparisons are more complicated since:

•  The preference data can be generated on-policy
•  An off-the-shelf reward model can be used to generate preference data

See the experimental settings of our SimPO paper, or chat with me offline :)



Why is SFT phase needed?

31

Credit: Noam Razin


