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Required reading
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What is instruction tuning?
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• Related keywords: post-training, instruction fine-tuning, supervised fine-tuning (SFT)

• Instruction tuning = supervised fine-tuning on instruction data

Instruction data (prompt, completion): (x, y)

−
|y|

∑
i=1

log P(yi ∣ y<i, x)

• FLAN (Wei et al., 2021)



What is instruction tuning?
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−
|y|

∑
i=1

log P(yi ∣ y<i, x)

• Tulu (Wang et al., 2023)

• Llama 2 Long (Xiong et al., 2023)

(Optional) calculate loss on output tokens only, or the 
entire input + output (same as from pre-training)



What is instruction tuning?
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•  First wave (2021-2022): instruction tuning on massive (NLP) tasks can generalize to unseen tasks

•  Second wave (2022-??):  “open-ended” instruction tuning, popularized by InstructGPT/ChatGPT

• Cross-task generalization
• Limited to standard tasks - easier to evaluate!

• Anything can be a task - infinite possibilities!
• Evaluation is hard: human evaluation, LLM as judge..



What is instruction tuning?
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Since ChatGPT, instruction tuning is also viewed as the first stage of post-training…

InstructGPT (Ouyang et al., 2022)
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Instruction tuning generalizes to unseen tasks



Comparisons of different paradigms
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• Pretraining / multi-task training  fine-tuning on task A, evaluating on task A→
• Examples: BERT / T5

• Pre-training  prompting with instructions and/or demonstrations on task A→
• Example: GPT-3



Comparisons of different paradigms
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• Fine-tuning on many tasks with instructions  evaluate on unseen task A with instruction→
• Examples: FLAN, Natural Instructions

(Wei et al., 2021) (Mishra et al., 2021)

“Fine-tunes 140M BART models”



The FLAN paper
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• 62 datasets in 12 clusters:

Unseen tasks: any tasks in the same cluster could only appear in training or testing together

Finetuned Language Models Are Zero-Shot Learners



The FLAN paper
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• Different instructions (templates) written for the same task:

Finetuned Language Models Are Zero-Shot Learners

(Some discussions of how to handle classification tasks)



The FLAN paper
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• Different instructions (templates) written for the same task:

Finetuned Language Models Are Zero-Shot Learners

(Some discussions of how to handle classification tasks)



The FLAN paper
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• Fine-tuning on LaMDA-PT (137B parameters)

Finetuned Language Models Are Zero-Shot Learners



The FLAN paper

14Finetuned Language Models Are Zero-Shot Learners



What factors to consider?
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• Scaling the number of tasks

• Format of instructions: zero-shot, few-shot, chain-of-thought

• Model architectures (PaLM, T5, U-PaLM; skipped today)



Scaling the number of tasks
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T0 (Sanh et al., 2021) Super-NaturalInstrutions (Sanh et al., 2021)



Scaling the number of tasks

17Scaling Instruction-Finetuned Language Models

• 473 datasets

• 146 task categories

• 1836 tasks



Instruction tuning with exemplars and CoT

18Scaling Instruction-Finetuned Language Models



Interesting results
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Scaling Instruction-Finetuned Language Models

• Fine-tuning on non-CoT and CoT improves both evaluations

The Flan Collection: Designing Data and Methods for Effective Instruction Tuning

• Fine-tuning on both zero-shot and few-shot improves both evaluations
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“Open-ended” instruction tuning



InstructGPT
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• 13k data examples

InstructGPT (Ouyang et al., 2022)



InstructGPT

22InstructGPT (Ouyang et al., 2022)



An explosion of instruction datasets
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• How can get prompts?

• How can get completions?

• Option #1: human-written from scratch

15k examples 56k examples



An explosion of instruction datasets
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• How can get prompts?

• How can get completions?

• Option #2: the prompts are human-written, and the 
completions are generated by LLMs (viewed as distillation)

114k examples



An explosion of instruction datasets
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• Option #3: the instructions can be model-generated too!

Alpaca uses Self-Instruct (Wang et al., 2022) UltraChat (Ding et al., 2023)
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The more, the better?



LIMA: Less is more for alignment
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● Knowledge is learned during 
pre-training; instruction tuning 
teaches models which 
subdistribution of formats to use

● Quality and diversity matter - 
1000 manually-selected 
examples work great!

We will have a debate on this 
paper next week!



Tulu v1

28How Far Can Camels Go? Exploring the State of Instruction Tuning on Open Resources



Tulu v2

29Camels in a Changing Climate: Enhancing LM Adaptation with Tulu 2



LESS: estimating training influence for data selection

30LESS: Selecting Influential Data for Targeted Instruction Tuning

•  Choose training data to maximally reduce the validation loss: model-aware and optimizer-aware

ℓ(z; θt+1) − ℓ(z; θt) ≈ ⟨∇ℓ(z; θt), θt+1 − θt⟩Loss on  changes at each step: z

SGD step training on  with LR :x η ℓ(z; θt+1) − ℓ(z; θt) ≈ η⟨∇ℓ(x; θt), ∇ℓ(z; θt)⟩

To maximize loss decrease, 
choose  to maximizex ⟨∇ℓ(x; θt), ∇ℓ(z; θt)⟩

When training for  epochs, choose training data 

to maximize aggregated influence:

N x

InfSGD(x, z) =
N

∑
i=1

ηi⟨∇ℓ(x; θi), ∇ℓ(z; θi)⟩

LR in epoch i Model after epoch i



LESS: estimating training influence for data selection

31LESS: Selecting Influential Data for Targeted Instruction Tuning

• LESS made it work for Adam optimizer and instruction data (varying lengths)

• The algorithm is practically efficient

<latexit sha1_base64="LXyZbqXGb43GLykWnP+vjcwl5vU=">AAACV3icbZFdaxQxFIYz09qu69dWL70JLsIslGVGihakUPVCvZEKblvYrMOZbKYbmmSG5IzsNsyfFG/6V7zR7MdFbT0QeHjfczjJm6JW0mGaXkfx1va9nd3O/e6Dh48eP+ntPT11VWO5GPFKVfa8ACeUNGKEEpU4r60AXShxVlx+WPpnP4R1sjLfcFGLiYYLI0vJAYOU9wxDMUf/2ZRt7tf8bgq6bZP5Pr0a0CPKXKNzL4+y9rv/0npWgPVMILS5pIxXLmEGCgVUJVdvKcNZsHI52KfsI2gNyfyGOGjzXj8dpquidyHbQJ9s6iTv/WTTijdaGOQKnBtnaY0TDxYlV6LtssaJGvglXIhxQANauIlf5dLSl0GZ0rKy4RikK/XmhAft3EIXoVMDztxtbyn+zxs3WB5OvDR1g8Lw9aKyURQrugyZTqUVHNUiAHArw10pn4EFjuEruiGE7PaT78Lpq2H2enjw9aB//H4TR4c8Jy9IQjLyhhyTT+SEjAgnv8jvaCvajq6jP/FO3Fm3xtFm5hn5p+K9vxU6s80=</latexit>

InfAdam(x, z) =
NX

i=1

⌘̄i cos(rl(z; ✓i),�(x; ✓i))



LESS: estimating training influence for data selection

32LESS: Selecting Influential Data for Targeted Instruction Tuning

LESS-T: using Llama2-7B for data selection


LESS/LESS-T often outperform using the full datasets. 
Data selected using smaller models can transfer!

Average of BBH, 
TydiQA, MMLU


