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Required reading
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Also highly recommended: https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1



This lecture
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• An overview of pre-training data

• What is good data?

• What are important steps of data filtering? Where do we see open research going?

What is open data?
• The data and toolkits are released to the public
• The process of curation is well documented
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An overview of pre-training data



The status of pre-training data
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• Pre-training data has been highly opaque and arguably decides the quality of pre-trained models
• e.g., OpenAI, Anthropic, Google, ..

• SOTA open-weight models only describe their pre-training data composition vaguely too

LLAMA 2

LLAMA 3



Where do they even got all data?
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• Option #1: build Web crawler themselves e.g., OpenAI, Anthropic

• Option #2: clean and extract from a public repository of crawled webpages

• Since 2007
• April 2024: the latest CC crawl contains 
2.7 billion web pages, 38B TB of 
uncompressed HTML text content



Pre-training data in the public
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•  C4 (Raffel et al., 2020): 175B tokens, cleaned from Common Crawl

•  Pile (Gao et al., 2020): 387B tokens, from diverse sources



Pre-training data in the public
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•  RedPajama v1: 1.2T tokens, an open source effort to reproduce Llama v1 training data

• SlimPajama: 627B 
cleaned and deduplicated 
version of RedPajama

• RedPajama-v2: 30 trillion tokens 
from CC, only lightly curated..



Pre-training data in the public
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• RefinedWeb (Penedo et al., 2023): 600B tokens only from Common Crawl 

• FineWeb (Penedo et al., 2024): 15T tokens only from Common Crawl 

• FineWeb-Edu is a subset of FineWeb focusing on educational content



Pre-training data in the public
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• Dolma (Soldaini et al., 2024)

Total = 3T tokens
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What is good data?

“High-quality” is not well-defined and not even a property of documents 
that can be clearly perceived through direct human observations..



How to compare datasets/perform data ablations?
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•  You have to run a lot of ablation experiments with reasonably-sized models/data

•Dolma: 1.2B models, 150B tokens

•FineWeb: 1.8B models, 28B tokens (according to Chinchilla law)

•  Evaluation #1: Perplexity

•  Evaluate on a held-out validation set (see 
Dolma paper D.2), or fitting to many diverse  
domains, e.g., Paloma (Magnusson et al., 
2024)



How to compare datasets/perform data ablations?
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•  Evaluation #2: Compare generations of different models and let humans rate them (e.g., ChatBot 
Arena), or use LLM-as-judge

•Caveat: usually needs to go through instruction tuning stage (next lecture)

•From QuRating (Wettig et al., 2024) •From Sheared LLaMA (Xia et al., 2024)



How to compare datasets/perform data ablations?
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•  Evaluation #3 (current default): in-context learning (zero-shot or few-shot) on a diverse set of 
downstream tasks

•Caveat: the trends might vary a lot on different tasks; overall score doesn’t tell the full picture
• You need to select a set of “early-signal” and reliable tasks too

• Dolma’s selection: ARC, BoolQ, HellaSwag, OpenBookQA, PIQA, SciQ, WinoGrande

• FineWeb’s selection: CommonsenseQA, HellaSwag, OpenBookQA, PIQA, SIQA, WinoGrande, ARC, 
MMLU



Perplexity vs downstream evaluation
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Important steps for data filtering 
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• FineWeb pipeline:

• Dolma pipeline:
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• DCLM pipeline:

DataComp-LM: In search of the next generation of training sets for language models



Important steps (roughly)
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•  Language filtering: keep only English text (with a document score >= a threshold)

• Deduplication: improves training efficiency, reduces memorization and improves generalization

• Examples: MinHash, suffix array, near-duplicate Bloom filtering

• Quality filtering: removes low-quality and repetitive information

• Can be either heuristic or model-based

• Content filtering

• Remove toxic and harmful content - usually by trained classifier

• Remove personal identifiable information (PII) - usually by regular expressions

•  Text extraction: pulls content from raw HTML (example: trafilatura)



Heuristic vs model-based filtering
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Remarks on heuristic filters
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•From FineWeb •From Dolma



How to develop heuristic filters?
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Blue = high-quality
Red = low-quality•From FineWeb



Heuristic vs model-based filtering
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•  Perplexity filtering: using a language model trained on “high-quality” text to measure the quality of 
any pertained text

•  Dolma: “KenLM perplexity that groups documents based on Wikipedia-likeness”

•  QuRating: “we use a pretrained ShearedLlama-2.7B model to select documents 
with highest/lowest perplexity scores”

•  DCLM: “We utialize a 154M parameter Transformer trained on a mix of English 
Wikipedia, the books subset of RedPajama v1, and peS2o”

“Model and heuristic filters are orthogonal”



Heuristic vs model-based filtering
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FINEWEB-EDU They generate 450k annotations by llama-3-instruct for identifying educational content



Heuristic vs model-based filtering
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https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu



Heuristic vs model-based filtering
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Heuristic vs model-based filtering
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From the Gopher paper



DataComp for language models (DCLM)

28https://www.datacomp.ai/dclm/



DCLM-baseline

29https://www.datacomp.ai/dclm/

“We using instruction-formatted data, drawing examples 
from OpenHermes 2.5 [157] (OH-2.5) and high-scoring 
posts from the r/ExplainLikeImFive (ELI5) subreddit”


