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This lecture
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• GPT-3 (cont’d)

• Understanding in-context learning (brief)

• GPT-3 vs Llama 3
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Required reading: LLaMA 3
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Evaluation



Evaluation tasks

5

• Tasks similar to language modeling ✅

• Closed-book question answering ✅

• Machine translation ✅

• Winograd schema and commonsense reasoning

• Reading comprehension

• SuperGLUE

• NLI

• Novel tasks: on-the-fly reasoning, adaptation, open-ended text synthesis



Winograd-style and commonsense reasoning
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Example: Grace was happy to trade me her sweater for my 
jacket. She thinks the [sweater | jacket] looks dowdy to her



Winograd-style and commonsense reasoning
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PIQA (PHYSICAL QA)

(Bisk et al., 2019)



Winograd-style and commonsense reasoning
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• ARC: 3rd to 9th grade science exams



Reading comprehension
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DROP (Dua et al. , 2019)
SQuAD (Rajpurkar et al. , 2017)



Reading comprehension

10RACE (Lai et al. , 2017)

• Reading comprehension tests for 
middle and high school Chinese 
students (age between 12 and 18)



Reading comprehension
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CoQA (Reddy et al., 2019)



SuperGLUE

12SuperGLUE (Wang et al. , 2019)



Natural language inference (NLI)
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ANLI (Nie et al., 2019)



Novel tasks
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• Arithmetic

• Word scrambling and manipulation

• SAT analogies

• News article generation

• Learning and using novel words

Why synthetic tasks?

- Easier to control, scale and manipulate

- Sometimes provides very clear insights of what is going on
- Less data contamination



Novel tasks
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Novel tasks
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Novel tasks
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Contamination analysis
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• How to decide which examples are contaminated?
• "defined roughly as examples that have a 13-gram overlap with anything in the pretraining set”

• How to decide estimated performance gains from contamination?
• Compare the performance on the “clean” subset vs entire dataset
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Understanding in-context learning



20http://ai.stanford.edu/blog/in-context-learning/



Understanding in-context learning
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• Hypothesis #1: Transformers perform implicit gradient descent to update an “inner model”

• Hypothesis #2: Transformers learn tasks required for downstream applications during pre-
training, and in-context demonstrations are only used to recognize which task is required

Ground-truth labels don’t matter!



Understanding in-context learning
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We disentangle In-context learning into two roles - task 
recognition (TR) vs task learning (TL)

• TR: recognizes the task from demonstrations and 
applies LLMs’ pre-trained priors

• TL: learns a new input-label mapping from 
demonstrations

What In-Context Learning “Learns” In-Context: Disentangling Task Recognition and Task Learning

• ICL performs both TR and TL, but TL emerges with larger 
models and more demonstrations



Improving in-context learning performance
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• Instead of randomly sampling K in-context examples, you 
should use “high-quality” and similar ones!

• Pack more examples in long-context models!
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Llama 3



From GPT-3 to Llama 3

25

• GPT-1, GPT-2, GPT-3, GPT-3.5/ChatGPT, GPT-4, GPT-4-turbo, GPT-4o

• Llama 1, Llama 2, Llama 3

• Mistral, Mixtral

• Claude 1, Claude 2, Claude 3, Claude 3.5 (Haiku, Sonnet, Opus)

• Qwen 1, Qwen 2

• Bard, Gemini, Gemini Pro, Gemma 1, Gemma 2

• …

• Truly open LMs: OLMo, Pythia, BLOOM



Llama 3.1: overview
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• Dense Transformers - 8B, 70B, 405B
• Dense vs mixture-of-experts
• Smaller models are getting more attention

• Pre-trained on 15T multilingual tokens (remember, GPT-3 was trained on 300B tokens)

• Long-context: 128K tokens (remember, GPT-3 had only 2048 tokens)

• Pre-training vs post-training:

• SFT, rejection sampling, direct preference optimization
• multilinguality, coding, reasoning, tool use
• Safety mitigations: helpfulness vs harmlessness

• Multi-modal training and adaptation



Pre-training data
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• “To train the best language model, the curation of a large, high-quality training dataset 
is paramount.”

• PII and safety filtering

• Text extraction and cleaning from raw HTML pages

• De-duplication: URL, document, line-level, …

• Heuristic filtering: 

• Remove lines that consist of repeated content (e.g., n-gram coverage ratio)
• Dirty word counting
• KL divergence of token-distribution compared “high-quality corpus”

• Model-based quality classifier: important and new trend!

• Code, reasoning, and multilingual data



Heuristic filtering
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Model-based quality filtering
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“To train a quality classifier based on Llama 2, we create a training set of cleaned web 
documents, describe the quality requirements, and instruct Llama 2’s chat model 
to determine if the documents meets these requirements. We use DistilRoberta 
(Sanh et al., 2019) to generate quality scores for each document for efficiency reasons. 
We experimentally evaluate the efficacy of various quality filtering configurations.”

FINEWEB-EDU They generate 450k annotations by llama-3-instruct for identifying educational content



Model-based quality filtering

30https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu



QuRating: Selecting High-Quality Data for Training Language Models (2024)

Part I
measure
quality

Part II
utilize
quality

QuRating: Selecting high-quality data with LM signals



QuRating: Selecting High-Quality Data for Training Language Models (2024)

QuRating: Selecting high-quality data with LM signals



Code and math data
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• Common wisdom: code and math data are very important for pre-training

• They build domain-specific pipelines that extract code and math-relevant web pages

• Code is a critical building block for generalization far beyond coding tasks

• The quality of code data has an outsized impact in downstream tasks

• Compared to text-only pre-training, 8.2% in NL reasoning, 4.2% in world knowledge, 6.6% in general win 
rates, 12x in code performance



Determining data mix
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“Roughly 50% of tokens corresponding to general knowledge, 25% of 
mathematical and reasoning tokens, 17% code tokens, 8% multilingual tokens”

• Scaling laws for data mix: “train several smaller models on a data mix and use that to 
predict the performance on that mix”, “repeat this process for different data mixes to 
select a new data mix candidate”

Data Mixing Laws: Optimizing Data Mixtures by Predicting Language Modeling Performance (2024)



Determining data mix
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Domains: Common Crawl, CC, Github, Wikipedia, Books, arXiv, …

MiniCPM: Unveiling the Potential of Small Language Models with Scalable Training Strategies (2024)



Training recipe
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• They adjusted the pre-training mix during training
• Increased percentage of non-English data
• Upsample mathematical data to improve the model’s knowledge cut-off
• Downsampled subsets of pre-training data that were later identified as lower quality

• AdamW: learning rate of , a linear warm up of 8000 steps, and a cosine 
learning rate schedule decaying to  over 1,200,000 steps

8 × 10−5

8 × 10−7

• Long-context pre-training: first train on 8k, and increase context length to 128k in six stages 
(800B training tokens)

• Challenges: scarcity of real long-context pre-training data
• The performance on short-context tasks will degrade drastically



Data annealing
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• They upsample on data sources of very high-quality at the end of training (final 40M tokens; no 
benchmark datasets used in annealing)

• They view data annealing as a cheap way to measure the impact of domain-specific datasets on 
model capabilities



Model architecture
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• Standard dense Transformers, the same architecture as Llama-2

• Grouped query attention (GQA): 8 key-value heads to improve inference speed

(Ainslie et al., 2023) GQA: Training generalized multi-query transformer models from multi-head checkpoints.



Model architecture
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• Standard dense Transformers, the same architecture as Llama-2

• Grouped query attention (GQA): 8 key-value heads to improve inference speed

• Prevents self-attention between documents within the same sequence

• RoPE positional embeddings: base frequency = 500,000

• A much larger vocabulary: 128K



Rope positional embeddings

40(Su et al., 2021) RoFormer: Enhanced Transformer with Rotary Position Embedding

Base frequency



Evaluation
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Performance: reading comprehension
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DROP: 3-shot, SQuAD: 1-shot, RACE: 0-shot, QuAC: 1-shot, ARC-C: 25-shot.. 



Performance: commonsense reasoning
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PiQA: 0-shot, OpenBookQA: 0-shot, Winogrande: 5-shot



Performance: code and math
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HUMANEVAL GSM8K



Performance: code and math
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Contamination analysis
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• How to decide which examples are contaminated?
• "An example of a dataset  to be contaminated if a ratio 

 of its tokens are part of an 8-gram occurring at least 
once in the pre-training corpus”

D
TD

• How to decide estimated performance gains from 
contamination?

• Compare the performance on the “clean” subset vs 
entire dataset


