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Announcements
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• TAs: Adithya Bhaskar (adithyab@), Tyler Zhu (tylerzhu@)

• Please make sure that you are on the Slack team (princeton-cos597r) asap!
• We will use Slack for future announcements, and discussion of lectures (#lectures), 

research topics, and projects!

• All the panel and scribes assignments are on the website

• Office hours:  Danqi (Tue 10-11; appointment-based), Sanjeev (TBA), Adithya (Wed 
3-4), Tyler (Mon 4-5)
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Focus: the GPT-3 paper

“Language models form the backbone of modern techniques for solving a range of problems in natural 
language processing. The paper shows that when such language models are scaled up to an unprecedented 
number of parameters, the language model itself can be used as a few-shot learner that achieves very 
competitive performance on many of these problems without any additional training. This is a very 
surprising result that is expected to have substantial impact in the field, and that is likely to withstand the test 
of time. In addition to the scientific contribution of the work, the paper also presents a very extensive and 
thoughtful exposition of the broader impact of the work, which may serve as an example to the NeurIPS 
community on how to think about the real-world impact of the research performed by the community.”

https://neuripsconf.medium.com/announcing-the-neurips-2020-award-recipients-73e4d3101537



Before I dive in
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• I assume you have read the paper carefully
• My goal is to provide additional context + highlight important points of the paper
• Questions and discussion are welcome anytime
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Brief history and motivation



Word embeddings
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• Word embeddings e.g., word2vec (Mikolov et al., 2013), GloVe (Pennington et al., 2014)

“single-layer representations were learned using word vectors”

• Contextualized word embeddings e.g., ELMo (Peters et al., 2018), CoVe (McCann et al., 2017)

“RNNs with multiple layers of representations and contextual state were used to form stronger representations”

Used for task-specific neural architectures!
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• Word embeddings

• Contextualized word embeddings

Used for task-specific neural architectures!

(Clark and Gardner, 2018)

Word embeddings
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One model for all tasks

• BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019)

• T5 (Raffel et al., 2019), BART (Lewis et al., 2019)

• GPT-1 (Radford et al., 2018), GPT-2 (Radford et al., 2019)

minimal modifications to downstream tasks
still fine-tuning on  downstream examples103 − 105

(Devlin et al. , 2018)

• One pre-trained model for all tasks
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One model for all tasks

• BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019)

• T5 (Raffel et al., 2019), BART (Lewis et al., 2019)

• GPT-1 (Radford et al., 2018), GPT-2 (Radford et al., 2019)

• One pre-trained model for all tasks

encoder models

encoder-decoder models

decoder models

• All based on Transformers
• They mainly differ in the pre-training objectives (slight 

difference in fine-tuning)
• Model sizes and pre-training data are also different!

(If you are not familiar with Transformers)
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One model for all tasks



Encoder vs decoder models
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(Devlin et al. , 2018)

• BERT/RoBERTa: 110M/330M parameters
• T5: up to 11B parameters

2024

https://www.yitay.net/blog/model-architecture-
blogpost-encoders-prefixlm-denoising

Yi Tay

• Encoder-only models can’t generate text (easily); harder to scale up

• Bidirectional attention is only important at smaller scale?

• “Masking objectives” can be still combined with autoregressive LMs



GPT-3: main contributions
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• An autoregressive language model of 175B parameters, 10x 
larger than any previous LMs

• Introduced the concept of “in-context learning”, and 
showed competitive performance

In-context learning: you can perform a task from 
only a few examples or simple instructions 
without any gradient updates or fine-tuning!

https://ai.stanford.edu/blog/understanding-incontext/
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GPT-3: main contributions
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In-context learning: you can perform a task from only a few 
examples or simple instructions without any gradient updates or 
fine-tuning!

• Interesting note: the idea of in-context learning starts from GPT-2, “though with much 
more limited results and no systematic study.”

3.8. Question Answering

(Radford et al. , 2019)



Why few-shot learning?
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• Collecting large supervised training sets is expensive

GLUE (Devlin et al. , 2018)



Why few-shot learning?
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• Fine-tuning can exploit spurious correlation and do not generalize well out-of-distribution

• Premise: The banker near the judge saw the actor.
• Hypothesis: The banker saw the actor.
• Label: Entailment

Lexical overlap heuristic: a premise entails all 
hypotheses constructed from words in the premise

• Premise: The doctors visited the lawyer.
• Hypothesis: The lawyer visited the doctors.
• Label: Not Entailment ❌

NATURAL LANGUAGE  
INFERENCE E.G., MNLI

(McCoy et al. , 2019)



Why few-shot learning?

19

• Humans do not require large supervised datasets to learn most language tasks

• It allows humans to seamlessly mix together or switch between many tasks and 
tasks when interacting with NLP systems

• Fluidity
• Generality
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GPT-3: details



Overview of GPT-3
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• GPT-3 is a Transformer decoder only trained on large amounts of unlabeled text

• Training objective: next-token prediction

• Model architecture the same as GPT-2, including modified initialization, pre-normalization
• Except that “we use alternating dense and locally banded sparse attention patterns 

in the layers of the Transformer”

(Child et al. , 2019)



Overview of GPT-3
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• GPT-3 is a Transformer decoder only trained on large amounts of unlabeled text

• All models were trained on 300B tokens

• Scaling laws (next week): “scaling of validation loss should be approximately a 
smooth power law as a function of size”

• Larger models typically use a larger batch size but require a smaller learning rate

• Context window size = 2048
• Use a lot of “model parallelism” during training
• Use Adam optimizer



GPT-3: training compute
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“We train much larger models on many fewer tokens”



GPT-3: training data
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• Common Crawl (CC) + a set of high-quality, curated data

• Common Crawl is a nonprofit organization that crawls the web 
and freely provides its archives and datasets to the public.

• Lots of low-quality and duplicated content - requires heavy filtering

• We will see lots of efforts later, e.g., RefineWeb, FineWeb-edu

• Filtering CC: 
• Filtering based on similarity to a range of high-quality reference corpora
• Fuzzy deduplication at the document level

• Data sampling: sample from high-quality data more frequently!

• Data in the mix: WebText, Books1, Books2, English Wikipedia



GPT-3: training data
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Approach
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• Few-shot: a few demonstrations are prepended in the context (no weights updated allowed) 

• The demonstrations are randomly sampled from training set

• K: typically 10-100, depending on how many examples can fit in context (2048)

• Not always “the larger K, the better” => use a development set to decide K

• Optionally add a natural language prompt

• One-shot: special case when K = 1.

“it most closely matches the way in which some tasks are communicated to humans”
“it is sometimes difficult to communicate the content or format of a task if no examples are given”

• Zero-shot: avoidance of spurious correlation, “unfairly hard”

“at least some settings zero-shot is closest to how humans perform tasks”



Approach
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• Few-shot: stronger performance, only slightly behind state-of-the-art fine-tuned models

“however, one-shot, or even sometimes zero-shot, seem like the 
fairest comparisons to human performance, and are important 
targets for future work."



A summary of results
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Evaluation



Evaluation tasks
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• Tasks similar to language modeling

• Closed-book question answering

• Machine translation

• Winograd schema and commonsense reasoning

• Reading comprehension

• SuperGLUE

• NLI

• Novel tasks: on-the-fly reasoning, adaptation, open-ended text synthesis



Evaluation protocol
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• Open-ended generation: beam search (size = 4), length penalty ( )α = 0.6

• Multiple choices questions (MCQ):

• K In-context examples (context + correct completion) + query context 
• Feed each answer choice separately and compare per-token likelihood
• Additional benefits: 

• Yes/no questions: use True/False instead of 0/1



Language modeling
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(Paperno et al. , 2016)

LAMBADA



Language modeling
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STORYCLOZE

(Mostafazadeh et al., 2016)



Language modeling
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HELLASWAG

(Zellers et al., 2019)



Open-domain question answering
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• Open-book vs closed-book QA



Machine translation
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• GPT-3’s training data: 93% English (by word count)

unsupervised  
NMT



Winograd-style and commonsense reasoning
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Example: Grace was happy to trade me her sweater for my 
jacket. She thinks the [sweater | jacket] looks dowdy to her



Winograd-style and commonsense reasoning
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PIQA (PHYSICAL QA)

(Bisk et al., 2019)



Winograd-style and commonsense reasoning
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• ARC: 3rd to 9th grade science exams



Reading comprehension
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DROP (Dua et al. , 2019)
SQuAD (Rajpurkar et al. , 2017)



Reading comprehension

41RACE (Lai et al. , 2017)

• Reading comprehension tests for 
middle and high school Chinese 
students (age between 12 and 18)



Reading comprehension
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CoQA (Reddy et al., 2019)



SuperGLUE

43SuperGLUE (Wang et al. , 2019)



Natural language inference (NLI)
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ANLI (Nie et al., 2019)



Novel tasks
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• Arithmetic

• Word scrambling and manipulation

• SAT analogies

• News article generation

• Learning and using novel words

Why synthetic tasks?

- Easier to control, scale and manipulate

- Sometimes provides very clear insights of what is going on
- Less data contamination



Novel tasks
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Novel tasks
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Novel tasks
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Next lecture
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• (Brief) understanding in-context learning

• GPT-3  LlaMA 3.1⟹

• What are the major changes in terms of data, architecture, training and evaluation?

• Required reading: Sections 1, 2, 3.1, 3.2, 3.4, 5.1

• Limitations (e.g., contamination) and broader impact


